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## Preface

This book is inspired by the recent development in the robust and $\mathcal{H}_{\infty}$ control theory, particularly the state-space $\mathcal{H}_{\infty}$ control theory. We give a fairly comprehensive and step-by-step treatment of the state-space $\mathcal{H}_{\infty}$ control theory in the style of Doyle, Glover, Khargonekar, and Francis [1989]. We have tried to make this derivation as selfcontained as possible and for reference have included many background results on linear systems, the theory and application of Riccati equations and model reduction. We also treat the robust control problems with unstructured and structured uncertainties. The linear fractional transformation (LFT) and the structured singular value (known as $\mu$ ) are introduced as the unified tools for robust stability and performance analysis and synthesis. Chapter 1 contains a more detailed chapter-by-chapter review of the topics and results presented in this book. We have not included any exercises in this edition. However, exercises and their solutions will be available through anonymous ftp on Internet: $/ p u b / k e \min / Z D G$ at hot.caltech.edu. Like any book, there are inevitably errors and we therefore encourage all readers to write us about errors and suggestions. We also encourage readers to send us exercise problems so that they can be shared by all readers.

We would like to thank Professor Bruce A. Francis at University of Toronto for his helpful comments and suggestions on early versions of the manuscript. As a matter of fact, this manuscript was inspired by his lectures given at Caltech in 1987 and his masterpiece - A Course in $\mathcal{H}_{\infty}$ Control Theory. We are grateful to Professor Andre Tits at University of Maryland who has made numerous helpful comments and suggestions that have greatly improved the quality of the manuscript. Professor Jakob Stoustrup, Professor Hans Henrik Niemann, and their students at The Technical University of Denmark have read various versions of this manuscript and have made many helpful comments and suggestions. We are grateful to their help. Special thanks go to Professor Andrew Packard at University of California-Berkeley for $\mathrm{h}^{\text {: }}$ help during the preparation of the early versions of this manuscript. We are also grateful to Professor Jie Chen at University of California-Riverside for providing material used in Chapter 6. We would also like to thank Professor Kang-Zhi Liu at Chiba University (Japan) and Professor Tongwen Chen at University of Calgary for their valuable comments and suggestions. In addition, we would like to thank Gary Balas, Carolyn Beck, Dennis S. Bernstein, Bobby Bodenheimer, Guoxiang Gu, Weimin Lu, John Morris, Matt Newlin, Li Qiu,


Hector P. Rotstein, Malcolm Smith, and many other people for their comments and suggestions. The first author is especially grateful to Professor Pramod P. Khargonekar at The University of Michigan for introducing him to robust and $\mathcal{H}_{\infty}$ control and to Professor Tryphon Georgiou at University of Minnesota for encouraging him to complete this work. The trailing authors are pleased to acknowledge that the major contribution to the writing of this book has been made by the first author.

Finally, the first author wants to thank his family for their support and encouragement.

Kemin Zhou
John C. Doyle
Keith Glover

## Notation and Symbols

| $\mathbb{R}$ | field of real numbers |
| :--- | :--- |
| $\mathbb{C}$ | field of complex numbers |
| $\mathbb{F}$ | field, either $\mathbb{R}$ or $\mathbb{C}$ |
| $\mathbb{R}_{+}$ | nonnegative real numbers |
| $\mathbb{C}_{-}$and $\overline{\mathbb{C}}_{-}$ | open and closed left-half plane <br> $\mathbb{C}_{+}$and <br> $\mathbb{C}_{+}, j \mathbb{R}$ |
| open and closed right-half plane <br> imaginary axis |  |
| $\mathbb{D}$ | open unit disk <br> closed unit disk |
| unit circle |  |

Kronecker delta function, $\delta_{i i}=1$ and $\delta_{i j}=0$ if $i \neq j$ unit step function
$n \times n$ identity matrix
a matrix with $a_{i j}$ as its i-th row and $j$-th column element an $n \times n$ diagonal matrix with $a_{i}$ as its i-th diagonal element transpose
adjoint operator of $\boldsymbol{A}$ or complex conjugate transpose of $\boldsymbol{A}$
inverse of $\boldsymbol{A}$ pseudo inverse of $\boldsymbol{A}$
shorthand for $\left(A^{-1}\right)^{*}$ determinant of $\boldsymbol{A}$ trace of $\boldsymbol{A}$
eigenvalue of $\boldsymbol{A}$
spectral radius of $\boldsymbol{A}$
the set of spectrum of $\boldsymbol{A}$
largest singular value of A
smallest singular value of $\boldsymbol{A}$
i-th singular value of $\boldsymbol{A}$
condition number of $\boldsymbol{A}$
spectral norm of $\mathrm{A}:\|A\|=\bar{\sigma}(A)$
image (or range) space of $\boldsymbol{A}$
kernel (or null) space of A
stable invariant subspact of $\boldsymbol{A}$
antistable invariant subspace of $\boldsymbol{A}$
the stabilizing solution of an ARE
convolution of $g$ and $f$
Kronecker product
direct sum or Kronecker sum
angle
inner product
orthogonal, (x, y) $=0$
orthogonal complement of $D$, i.e., $\left[\begin{array}{ll}D & D_{\perp}\end{array}\right]$
or $\left[\begin{array}{c}\boldsymbol{D} \\ D_{\perp}\end{array}\right.$ is unitary
orthogonal complement of subspace $S$, e.g., $\mathcal{H}_{2}^{\frac{1}{2}}$
time domain Lebesgue space
subspace of $\mathcal{L}_{2}(-\infty, \infty)$
subspace of $\mathcal{L}_{2}(-\infty$, co $)$
shorthand for $\mathcal{L}_{2}[0, \infty)$
shorthand for $\mathcal{L}_{2}(-\infty, 0]$
$l_{2+}$
$l_{2-}$
$\mathcal{L}_{2}(j \mathbb{R})$
$\mathcal{L}_{2}(\partial \mathbb{D})$
$\mathcal{H}_{2}(j \mathbb{R})$
$\mathcal{H}_{2}(\partial \mathbb{D})$
$\mathcal{H}_{2}^{\perp}(j \mathbb{R})$
$\mathcal{H}_{2}^{\perp}(\partial \mathbb{D})$
$\mathcal{L}_{\infty}(j \mathbb{R})$
$\mathcal{L}_{\infty}(\partial \mathbb{D})$
$\mathcal{H}_{\infty}(j \mathbb{R})$
$\mathcal{H}_{\infty}(\partial \mathbb{D})$
$\mathcal{H}_{\infty}^{-}(j \mathbb{R})$
$\mathcal{H}_{\infty}^{-}(\partial \mathbb{D})$
prefix t 3 or $\mathbf{B}$ prefix $\mathbf{B}^{\mathbf{0}}$
prefix $\mathcal{R}$
$\mathbb{R}[s]$
$\mathcal{R}_{p}(s)$
$G^{\sim}(s)$
$G^{\sim}(z)$
$\left[\begin{array}{l|l}A & B \\ \hline \boldsymbol{C} & D\end{array}\right]$
$\mathcal{F}_{\ell}(M, Q)$
$\mathcal{F}_{u}(M, Q)$
$\mathcal{S}(M, N)$
shorthand for $l_{2}[0, \infty)$
shorthand for $l_{2}(-\infty, 0)$
square integrable functions on $\mathbb{C}_{0}$ including at $\infty$
square integrable functions on $\partial \mathbb{D}$
subspace of $\mathcal{L}_{2}(j \mathbb{R})$ with functions analytic in $\operatorname{Re}(s)>0$
subspace of $\mathcal{L}_{2}(\partial \mathbb{D})$ with functions analytic in $|z|<1$
subspace of $\mathcal{L}_{2}(j \mathbb{R})$ with functions analytic in $\operatorname{Re}(s)<0$
subspace of $\mathcal{L}_{2}(\partial \mathbb{D})$ with functions analytic in $|z|>1$
functions bounded on $\operatorname{Re}(s)=0$ including at $\infty$ functions bounded on $\partial \mathbb{D}$
the set of $\mathcal{L}_{\infty}(j \mathbb{R})$ functions analytic in $\operatorname{Re}(s)>0$
the set of $\mathcal{L}_{\infty}(\partial \mathbb{D})$ functions analytic in $|z|<1$
the set of $\mathcal{L}_{\infty}(j \mathbb{R})$ functions analytic in $\operatorname{Re}(\mathrm{s})<0$
the set of $\mathcal{L}_{\infty}(\partial \mathbb{D})$ functions analytic in $|z|>1$
closed unit ball, e.g. $\mathcal{B H}_{\infty}$ and $\mathbf{B P}$
open unit ball
real rational, e.g., $\mathcal{R} \mathcal{H}_{\infty}$ and $\mathcal{R} \mathcal{H}_{2}$, etc
polynomial ring
rational proper transfer matrices
shorthand for $G^{T}(-s)$ (continuous time)
shorthand for $G^{T}\left(z^{-1}\right)$ (discrete time)
shorthand for state space realization $C(s I-A)^{-1} B+D$
or $C(z I-A)^{-1} B+D$
lower LFT
upper LFT
star product

## List of Acronyms

ARE B R
CIF
DF
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FDLTI
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iff
lcf
LF
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LQG
LQR
LTI
LTR
MIMO
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SF
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linear quadratic Gaussian
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nominal stability
output estimation
output feedback
output injection
positive real
right coprime factorization
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robust performance
robust stability
state feedback
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## Introduction

### 1.1 Historical Perspective

This book gives a comprehensive treatment of optimal $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ control theory and an introduction to the more general subject of robust control. Since the central subject of this book is state-space $\mathcal{H}_{\infty}$ optimal control, in contrast to the approach adopted in the famous book by Francis [1987]: A Course in $\mathcal{H}_{\infty}$ Control Theory, it may be helpful to provide some historical perspective of the state-space $\mathcal{H}_{\infty}$ control theory to be presented in this book. This section is not intended as a review of the literature in $\mathcal{H}_{\infty}$ theory or robust control, but rather only an attempt to outline some of the work that most closely touches on our approach to state-space $\mathcal{H}_{\infty}$. Hopefully our lack of written historical material will be somewhat made up for by the pictorial history of control shown in Figure 1.1. Here we see how the practical but classical methods yielded to the more sophisticated modern theory. Robust control sought to blend the best of both worlds. The strange creature that resulted is the main topic of this book.

The general area of methods for multivariable feedback design is well covered in the book by Maciejowski [1989], where the importance of frequency response interpretations is emphasized, whether the method explicitly involves the graphical manipulation of frequency responses (e.g. the inverse Nyquist array of Rosenbrock, characteristic locus method of MacFarlane or quantitative feedback theory of Horowitz) or is based of time domain criteria such as linear quadratic methods. One of the motivations for the original introduction of $\mathcal{H}_{\infty}$ methods by Zames [1981] was to bring plant uncertainty, specified in the frequency domain, back into the centre-stage, as it had been in classical control in contrast to analytic methods such as LQG. The $\mathcal{H}_{\infty}$ norm was found to be appropriate


Figure 1.1: A picture history of control
for specifying both the level of plant uncertainty and the signal gain from disturbance inputs to error outputs in the controlled system.

The "standard" $\mathcal{H}_{\infty}$ optimal control problem is concerned with the following block diagram:

where $w$ represents an external disturbance, $y$ is the measurement available to the controller, $u$ is the output from the controller, and $z$ is an error signal that it is desired to keep small. The transfer function matrix $G_{i}$ represents not only the conventional plant to be controlled but also any weighting functions included to specify the desired

### 1.1. Historical Perspective

performance. The $\mathcal{H}_{\infty}$ optimal control problem is then to design a stabilizing controller, $K$, so as to minimize the closed loop transfer function from w to $z, T_{z w}$, in the $\mathcal{H}_{\infty}$ norm, where

$$
\left\|T_{z w}\right\|_{\infty}=\sup _{\omega} \bar{\sigma}\left(T_{z w}(j \omega)\right) .
$$

The $\mathcal{H}_{\infty}$ norm gives the maximum energy gain (the induced $\mathcal{L}_{2}$ system gain), or sinusoidal gain of the system. This is in contrast to the $\mathcal{H}_{2}$ norm, $\left\|T_{z w}\right\|_{2}$, which for example gives the variance of the output given white noise disturbances. The important property of the $\mathcal{H}_{\infty}$ norm comes from the application of the small gain theorem, which states that if $\left\|T_{z w}\right\|_{\infty} \leq \gamma$ then the system with block diagram,

will be stable for all stable $\Delta$ with $\|\Delta\|_{\infty}<1 / \gamma$. It is probably the case that this robust stability consequence was the main motivation for the development of $\mathcal{H}_{\infty}$ methods rather than the worst case signal gain.

The synthesis of controllers that achieve an $\mathcal{H}_{\infty}$ norm specification hence gives a welldefined mathematical problem whose solution we will now discuss. Most of the original solution techniques were in an input-output setting and involved analytic functions (Nevanlinna-Pick interpolation) or operator-theoretic methods [Sarason, 1967; Adamjan et al., 1978; Ball and Helton, 1983], and such derivations involved a fruitful collaboration between Operator Theorists and Control Engineers (see Dym [1994] for some historical remarks). Indeed, $\mathcal{H}_{\infty}$ theory seemed to many to signal the beginning of the end for the state-space methods which had dominated control for the previous 20 years. Unfortunately, the standard frequency-domain approaches to $\mathcal{H}_{\infty}$ started running into significant obstacles in dealing with multi-input multi-output (MIMO) systems, both mathematically and computationally, much as the ' Hz (or LQG) theory of the 1950's had.

Not surprisingly, the first solution to a general rational MIMO $\mathcal{H}_{\infty}$ optimal control problem, presented in Doyle [1984], relied heavily on state-space methods, although more as a computational tool than in any essential way. The procedure involved statespace inner/outer and coprime factorizations of transfer function matrices which reduced the problem to a Nehari/Hankel norm problem solvable by the state-space method in Glover [1984]. Both [Francis, 1987] and [Francis and Doyle, 1987] give expositions of this approach, which in a mathematical sense "solved" the general rational problem but in fact suffered from severe problems with the high order of the Riccati equations to be solved.

It is interesting to observe at this point thil' the above techniques related to Hankel operators were simultaneously being exploite $\mid$ and developed in the model reduction literature. In particularly the striking result of Adamjan, Arov and Krein [1978] on rational approximation in the Hankel norm, which had been communicated to the Western Systems and Control community by felton), had led to the state space multivariable results in Kung and Lin [1981] and Glover [1984]. The latter paper gave a self-contained state-space treatment exploitin ${ }_{c}$; the balanced realizations proposed for model reduction by Moore [1981] which arc al: ! of independent interest.

The simple state space $\mathcal{H}_{\infty}$ controller formu lae to be presented in this book were first announced in Glover and Doyle [1988] (after me sustained manipulation). However the very simplicity of the new formulae and thi ir similarity with the $\mathcal{H}_{2}$ ones suggested a more direct approach. Independent encourag ment for a simpler approach to the $\mathcal{H}_{\infty}$ problem came from papers by Khargonekar, 'etersen, Rotea, and Zhou [1987,1988], They showed that the state-feedback $\mathcal{H}_{\infty}$ probl ' m can be solved by solving an algebraic Riccati equation and completing the square.

Derivations of the controller formulae in G over and Doyle [1988] using derivations more akin to the above state feedback results w re given in Doyle, Glover, Khargonekar and Francis [1989] and will form the basis of the developments in this book. The operator theory still plays a central role (as do is Redheffer's work [Redheffer, 1960] on linear fractional transformations), but its use i more straightforward. The key to this was a return to simple and familiar state-space 1 rols, in the style of Willems [1971], such as completing the square, and the connection be ween frequency domain inequalities (e.g $\|G\|_{\infty}<1$ ), Riccati equations, and spectral fac iorizations.

This has been a brief and personal account of . hese developments and more extensive, but still inadequate, comments are made in sec ion 16.12 . Relations between $\mathcal{H}_{\infty}$ have now been established with many other topics i I control: e.g. risk sensitive control of Whittle [1981, 1990]; differential games (see Ba. .rr and Bernhard [1991], Limebeer et al [1992], Green and Limebeer [1995]); J-lossless iactorization (Green [1992]); maximum entropy methods of Dym and Gohberg [1986] see Mustafa and Glover [1990]). The state-space theory of $\mathcal{H}_{\infty}$ has been also been carried much further, by generalizing time-invariant to time-varying, infinite horizon 1) finite horizon, and finite dimensional to infinite dimensional and even to some nonlinr ar results. It should be mentioned that in these generalizations the term $\mathcal{H}_{\infty}$ has come to be (mis-) used to mean the induced norm in $\mathcal{L}_{2}$. Some of these developments also rovided alternative derivations of the standard $\mathcal{H}_{\infty}$ results. Indeed one of the attracti ns of this area to researchers is that it can be approached from such a diverse technic; I backgrounds with each providing its own interpretations. These developments are be ond the scope of the present book.

Having established that the above $\mathcal{H}_{\infty}$ contro problem can be relatively easily solved and can represent specifications for performant and robustness let us return to the question of whether this gives a suitable robust control design tool. There is no question that the algorithm can be used to provide poor controllers due to poorly chosen problem descriptions resulting in, for example, very high 1 andwidth controllers. Two approaches mentioned in this book attempt to satisfy this requirement. Firstly the method of $\mathcal{H}_{\infty}$
loop shaping is described where the desired loop shape is specified together with a requirement of robust stability, and has been found to be an intuitively appealing and robust procedure with close connections to stabilization in the gap metric. Secondly the method of $\mu$ analysis (the structured singular value) is introduced. This approach due to Doyle [1981] gives an effective analysis tool for assessing robust performance in the presence of structured uncertainty. Note that the $\mathcal{H}_{\infty}$ norm alone can only give a conservative prediction of robust performance. The synthesis of controllers that, satisfy such a criterion (the /l-synthesis problem), can be approached iteratively with the $\mathcal{H}_{\infty}$ synthesis for a scaled system as an intermediate step.

Finally it is interesting to consider the question of why the induced norm in $\mathcal{L}_{2}$ has been used. Is it just for the mathematical convenience of $\mathcal{L}_{2}$ being a Hilbert space? Apart from the relative simplicity of the solution the main advantage is probably its easy interpretation in terms of the familiar frequency response considerations. However roughly in parallel with the development of the $H_{\infty}$ theory has been the work on $\mathcal{L}_{\infty}$ induced norms of Pearson and coworkers (see the book by Dahleh [1995]) where analogous results on robustness and performance can be made.

### 1.2 How to Use This Book

This book is intended to be used either as a graduate textbook or as a reference for control engineers. With the second objective in mind, we have tried to balance the broadness and the depth of the material covered in the book. In particular, some chapters have been written sufficiently self-contained so that one may jump to those special topics without going through all the preceding chapters, for example, Chapter 13 on algebraic Riccati equations. Some other topics may only require some basic linear system theory, for instance, many readers may find that it is not difficult to go directly to Chapters $9-11$. In some cases, we have tried to collect some most frequently used formulas and results in one place for the convenience of reference although they may not have any direct connection with the main results presented in the book. For example, readers may find those matrix formulas collected in Chapter 2 on linear algebra convenient in their research. On the other hand, if the book is used as a textbook, it may be advisable to skip those topics like Chapter 2 on the regular lectures and leave them for students to read. It is obvious that, only some selected topics in this book can be covered in an one or two semester course. The specific choice of the topics depends on the time allotted for the course and the preference of the instructor. The diagram in Figure 1.2 shows roughly the relations among the chapters and should give the users some idea for the selection of the topics. For example, the diagram shows that the only prerequisite for Chapters 7 and 8 is Section 3.9 of Chapter 3 and, therefore, these two chapters alone may be used as a short course on model reductions. Similarly, one only needs the knowledge of Sections 13.2 and 13.6 of Chapter 13 to understand Chapter 14. Hence one may only cover those related sections of Chapter 13 if time is the factor. The book is separated roughly into the following subgroups:


Figure 1.2: Relations among the chapters

Basic Linear System Theory: Chapters 2-3.
Stability and Performance: Chapters $4-6$.
\& Model Reduction: Chapters 7 - 8
Robustness: Chapters 9-11.
$\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ Control: Chapters $12-19$.
\& Lagrange Method: Chapter 20.
\& Discrete Time Systems: Chapter 21.
In view of the above classification, one possible choice for an one-semester course on robust control (analysis) would cover Chapters 4-5, 9-11 or 4-11 and an onesemester advanced course on $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ control would cover (parts of) Chapters 12-19. Another possible choice for an one-semester course on $\mathcal{H}_{\infty}$ control may include Chapter 4, parts of Chapter 5 ( $5.1-5.3,5.5,5.7$ ), Chapter 10, Chapter 12 (except Section 12.6), parts of Chapter 13 (13.2, 13.4, 13.6), Chapter 15 and Chapter 16. Although Chapters 7-8 are very much independent of other topics and can, in principle, be studied at any stage with the background of Section 3.9, they may serve as an introduction to sources of model uncertainties and hence to robustness problems.

| Robust Control <br> (Analysis) | $\mathcal{H}_{\infty}$ Control | Advanced <br> $\mathcal{H}_{\infty}$ Control | Model \& Controller <br> Reductions |
| :---: | :---: | :---: | :---: |
| 4 | 4 | 12 | 3.9 |
| 5 | $5.1-5.3,5.5,5.7$ | $13.2,13.4,13.6$ | 7 |
| $6 "$ | 10 | 14 | 8 |
| $7^{*}$ | 12 | 15 | $5.4,5.7$ |
| $8^{*}$ | $13.2,13.4,13.6$ | 16 | 10.1 |
| 9 | $14^{\prime \prime}$ | $17^{*}$ | $16.1,16.2$ |
| 10 | 15 | $18^{\prime \prime}$ | 17.1 |
| 11 | 16 | $19^{*}$ | 19 |

Table 1.1: Possible choices for an one-semester course (* chapters may be omitted)
Table 1.1 lists several possible choices of topics for an one-semester course. A course on model and controller reductions may only include the concept of $\mathcal{H}_{\infty}$ control and the $\mathcal{H}_{\infty}$ controller formulas with the detailed proofs omitted as suggested in the above table.

### 1.3 Highlights of The Book

The key results in each chapter are highlighted below. Note that some of the statements in this section are not precise, they are true under certain assumptions that are
not explicitly stated. Readers should consult the corresponding chapters for the exact statements and conditions.

Chapter 2 reviews some basic linear algebre facts and treats a special class of matrix dilation problems. In particular, we show

$$
\min _{X}\left\|\left[\begin{array}{ll}
X & B \\
C & A
\end{array}\right]\right\|=\max \left\{\left\|\left[\begin{array}{ll}
C & A
\end{array}\right]\right\|,\left\|\left[\begin{array}{l}
B \\
A
\end{array}\right]\right\|\right\}
$$

and characterize all optimal (suboptimal) X.
Chapter 3 reviews some system theoretica I concepts: controllability, observability, stabilizability, detectability, pole placement, observer theory, system poles and zeros, and state space realizations. Particularly, the balanced state space realizations are studied in some detail. We show that for a given stable transfer function $G(s)$ there is a state space realization $\mathrm{G}(\mathrm{s})=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ such that the controllability Gramian $P$ and the observability Gramian $Q$ defined below are equal and diagonal: $\boldsymbol{P}=\boldsymbol{Q}=\Sigma=$ $\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots\right.$, a, where

$$
\begin{aligned}
& A P+P A^{*}+B B^{*}=0 \\
& A^{*} Q+Q A+C^{*} C=0
\end{aligned}
$$

Chapter 4 defines several norms for signals and introduces the $\mathcal{H}_{2}$ spaces and the $\mathcal{H}_{\infty}$ spaces. The input/output gains of a stable linear system under various input signals are characterized. We show that $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ norms come out naturally as measures of the worst possible performance for many classes of input signals. For example, let

$$
G(s)=\left[\begin{array}{c|c}
A & B \\
\hline C & 0
\end{array}\right] \in \mathcal{R} \mathcal{H}_{x,}, \quad \boldsymbol{g}(\boldsymbol{t})=C e^{A t} B
$$

Then $\|G\|_{\infty}=\sup \frac{\|g * u\|_{2}}{\|u\|_{2}}$ and $\sigma_{1} \leq\|G\|_{\infty} \leq \int_{0}^{\infty}\|g(t)\| d t \leq 2 \sum_{i=1}^{n} \sigma_{i}$. Some state space methods of computing real rational $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ transfer matrix norms are also presented:

$$
\|G\|_{2}^{2}=\operatorname{trace}(\mathrm{B} * \mathrm{QB})=\operatorname{trace}\left(C P C^{*}\right)
$$

and

$$
\|G\|_{\infty}=\max \{\gamma: \boldsymbol{H} \text { has an eigenvalue on the imaginary axis) }
$$

where

$$
H=\left[\begin{array}{cc}
A & B B^{*} / \gamma^{2} \\
-C^{*} C & -A^{*}
\end{array}\right]
$$

Chapter 5 introduces the feedback structure and discusses its stability and performance properties.


We show that the above closed-loop system is internally stable if and only if

$$
\left[\begin{array}{cc}
I & -\hat{K} \\
-P & I
\end{array}\right]^{-1}=\left[\begin{array}{cc}
(I-\hat{K} P)^{-1} & \hat{K}(I-P \hat{K})^{-1} \\
P(I-\hat{K} P)^{-1} & (I-P \hat{K})^{-1}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

Alternative characterizations of internal stability using coprime factorizations are also presented.

Chapter 6 introduces some multivariable versions of the Bode's sensitivity integral relations and Poisson integral formula. The sensitivity integral relations are used to study the design limitations imposed by bandwidth constraint and the open-loop unstable poles, while the Poisson integral formula is used to study the design constraints imposed by the non-minimum phase zeros. For example, let $S(s)$ be a sensitivity function, and let $p_{i}$ be the right half plane poles of the open-loop system and $\eta_{i}$ be the corresponding pole directions. Then we show that

$$
\int_{0}^{\infty} \ln \bar{\sigma}(S(j \omega)) d \omega \geq \pi \lambda_{\max }\left(\sum_{i}\left(\operatorname{Re} p_{i}\right) \eta_{i} \eta_{i}^{*}\right)
$$

This inequality shows that the design limitations in multivariable systems are dependent on the directionality properties of the sensitivity function as well as those of the poles (and zeros), in addition to the dependence upon pole (and zero) locations which is known in single-input single-output systems.

Chapter 7 considers the problem of reducing the order of a linear multivariable dynamical system using the balanced truncation method. Suppose

$$
G(s)=\left[\begin{array}{cl|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

is a balanced realization with controllability and observability Gramians $P=Q=\Sigma=$ $\operatorname{diag}\left(\Sigma_{1}, \Sigma_{2}\right)$

$$
\begin{aligned}
& \Sigma_{1}=\operatorname{diag}\left(\sigma_{1} I_{s_{1}}, \sigma_{2} I_{s_{2}}, \ldots, \sigma_{r} I_{s_{r}}\right) \\
& \Sigma_{2}=\operatorname{diag}\left(\sigma_{r+1} I_{s_{r+1}}, \sigma_{r+2} I_{s_{r+2}}, \ldots, \sigma_{N} I_{s_{N}}\right)
\end{aligned}
$$

Then the truncated system $G_{r}(s)=\left[\begin{array}{c|c}A_{11} & B_{1} \\ \hline C_{1} & D\end{array}\right]$ is stable and satisfies an additive error bound:

$$
\left\|G(s)-G_{r}(s)\right\|_{\infty} \leq 2 \sum_{i=r+1}^{N} \sigma_{i}
$$

On the other hand, if $G^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$, and $P$ and $Q$ satisfy

$$
\begin{gathered}
P A^{*}+A P+B B^{*}=0 \\
Q\left(A-B D^{-1} C\right)+\left(A-B D^{-1} C \vdash^{*} Q+C^{*}\left(D^{-1}\right)^{*} D^{-1} C=0\right.
\end{gathered}
$$

such that $P=Q=\operatorname{diag}\left(\Sigma_{1}, \Sigma_{2}\right)$ with $G$ partitioned compatibly as above, then

$$
G_{r}(s)=\left[\begin{array}{c|c}
A_{1} & B_{1} \\
\hline C_{3} & D
\end{array}\right]
$$

is stable and minimum phase, and satisfies respectively the following relative and multiplicative error bounds:

$$
\begin{aligned}
& \left\|G^{-1}\left(G-G_{r}\right)\right\|_{\infty} \leq \prod_{i=r+1}^{N}\left(1+2 \sigma_{i}\left(\sqrt{1+\sigma_{i}^{2}}+\sigma_{i}\right)\right)-1 \\
& \left\|G_{r}^{-1}\left(G-G_{r}\right)\right\|_{\infty} \leq \prod_{i=r+1}^{N}\left(1+2 \sigma_{i}\left(\sqrt{1+\sigma_{i}^{2}}+\sigma_{i}\right)\right)-1
\end{aligned}
$$

Chapter 8 deals with the optimal Hankel norm approximation and its applications in $\mathcal{L}_{\infty}$ norm model reduction. We show that for a given $G(s)$ of McMillan degree $n$ there is a $\hat{G}(s)$ of McMillan degree $r<n$ such that

$$
\|G(s)-\hat{G}(s)\|_{H}=\inf \|G(s)-\hat{G}(s)\|_{H}=\sigma_{r+1}
$$

Moreover, there is a constant matrix $D_{0}$ such that

$$
\left|\left|G(s)-\hat{G}(s)-D_{0}\right|_{\infty} \leq \sum_{i=r+1}^{N} \sigma_{i}\right.
$$

The well-known Nehari's theorem is also shown:

$$
\inf _{Q \in \mathcal{R} \mathcal{H}_{\infty}^{-}}\|G-Q\|_{\infty}=\|G\|_{H}=\sigma_{1}
$$

Chapter 9 derives robust stability tests for systems under various modeling assumptions through the use of a small gain theorem. In particular, we show that an uncertain
system described below with an unstructured uncertainty $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty}<1$ is robustly stable if and only if the transfer function from $w$ to $z$ has $\mathcal{H}_{\infty}$ norm no greater than 1.


Chapter 10 introduces the linear fractional transformation (LFT). We show that many control problems can be formulated and treated in the LFT framework. In particular, we show that every analysis problem can be put in an LFT form with some structured $\Delta(s)$ and some interconnection matrix $M(s)$ and every synthesis problem can be put in an LFT form with a generalized plant $G(s)$ and a controller $K(s)$ to be designed.


Chapter 11 considers robust stability and performance for systems with multiple sources of uncertainties. We show that an uncertain system is robustly stable for all $\Delta_{i} \in \mathcal{R H} \mathcal{H}_{\infty}$ with $\left\|\Delta_{i}\right\|_{\infty}<1$ if and only if the structured singular value ( $\mu$ ) of the corresponding interconnection model is no greater than 1.


Chapter 12 characterizes all controllers that stabilize a given dynamical system $G(s)$ using the state space approach. The construction of the controller parameterization is
done via separation theory and a sequence of special problems, which are so-called full information (FI) problems, disturbance feedforward (DF) problems, full control (FC) problems and output estimation (OE). The relations among these special problems are established.


For a given generalized plant

$$
G(s)=\left[\begin{array}{cc}
G_{11}(s) & G_{12}(s) \\
G_{21}(s) & G_{22}(s)
\end{array}\right]=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right]
$$

we show that all stabilizing controllers can be parameterized as the transfer matrix from $y$ to $u$ below where $F$ and $L$ are such that $A+L C_{2}$ and $A+B_{2} F$ are stable.


Chapter 13 studies the Algebraic Riccati Equation (ARE) and the related problems: the properties of its solutions, the methods to obtain the solutions, and some
applications. In particular, we study in detail the so-called stabilizing solution and its applications in matrix factorizations. A solution to the following ARE

$$
A^{*} X+X A+X R X+Q=0
$$

is said to be a stabilizing solution if $A+R X$ is stable. Now let

$$
H:=\left[\begin{array}{cc}
A & R \\
-Q & -A^{*}
\end{array}\right]
$$

and let $\mathcal{X}_{-}(H)$ be the stable $H$ invariant subspace and

$$
\mathcal{X}_{-}(H)=\operatorname{Im}\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]
$$

where $X_{1}, X_{2} \in \mathbb{C}^{n \times n}$. If $X_{1}$ is nonsingular, then $X:=X_{2} X_{1}^{-1}$ is uniquely determined by $H$, denoted by $X=\operatorname{Ric}(H)$.

A key result of this chapter is the relationship between the spectral factorization of a transfer function and the solution of a corresponding ARE. Suppose $(A, B)$ is stabilizable and suppose either $A$ has no eigenvalues on $j \omega$-axis or $P$ is sign definite (i.e., $P \geq 0$ or $P \leq 0$ ) and ( $P, A$ ) has no unobservable modes on the $j \omega$-axis. Define

$$
\Phi(s)=\left[\begin{array}{ll}
B^{*}\left(-s I-A^{*}\right)^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
P & S \\
S^{*} & R
\end{array}\right]\left[\begin{array}{c}
(s I-A)^{-1} B \\
I
\end{array}\right] .
$$

Then

$$
\Phi(j \omega)>0 \text { for all } 0 \leq \omega \leq \infty
$$

$\Longleftrightarrow \exists$ a stabilizing solution $X$ to

$$
\left(A-B R^{-1} S^{*}\right)^{*} X+X\left(A-B R^{-1} S^{*}\right)-X B R^{-1} B^{*} X+P-S R^{-1} S^{*}=0
$$

$\Longleftrightarrow$ the Hamiltonian matrix

$$
H=\left[\begin{array}{cc}
A-B R^{-1} S^{*} & -B R^{-1} B^{*} \\
-\left(P-S R^{-1} S^{*}\right) & -\left(A-B R^{-1} S^{*}\right)^{*}
\end{array}\right]
$$

has no $j \omega$-axis eigenvalues.
Similarly,

$$
\Phi(j \omega) \geq 0 \text { for all } 0 \leq \omega \leq \infty
$$

$\Longleftrightarrow \exists$ a solution $X$ to

$$
\left(A-B R^{-1} S^{*}\right)^{*} X+X\left(A-B R^{-1} S^{*}\right)-X B R^{-1} B^{*} X+P-S R^{-1} S^{*}=0
$$

such that $\sigma\left(A-B R^{-1} S^{*}-B R^{-1} B^{*} X\right) \subset \overline{\mathbb{C}}_{-}$.
Furthermore, there exists a $M \in \mathcal{R}_{p}$ such that

$$
\Phi=M^{\sim} R M
$$

with

$$
M=\left[\begin{array}{c|c}
A & B \\
\hline-F & I
\end{array}\right], \quad F=-R^{-1}\left(S^{*}+B^{*} X\right)
$$

Chapter 14 treats the optimal control of linear time-invariant systems with quadratic performance criteria, i.e., LQR and $\mathcal{H}_{2}$ problems. We consider a dynamical system described by an LFT with

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & 0 & D_{12} \\
C_{2} & D_{21} & 0
\end{array}\right]
$$



Define

$$
\left.\left.\begin{array}{rl}
H_{2} & :=\left[\begin{array}{cc}
A & 0 \\
-C_{1}^{*} C_{1} & -A^{*}
\end{array}\right]-\left[\begin{array}{c}
B_{2} \\
-1_{1}^{*} D_{12}
\end{array}\right]\left[\begin{array}{ll}
D_{12}^{*} C_{1} & B_{2}^{*}
\end{array}\right] \\
J_{2} & :=\left[\begin{array}{cc}
A^{*} & 0 \\
-B_{1} B_{1}^{*} & -A
\end{array}\right]-\mathrm{A} \\
B_{2}^{*} \\
B_{1} D_{21}^{*}
\end{array}\right] \text { । } D_{21} B_{1}^{*} C_{2}\right] .
$$

Then the $\mathcal{H}_{2}$ optimal controller, i.e. the controller that minimizes $\left\|T_{z w}\right\|_{2}$, is given by

$$
K_{o p t}(s):=\left[\begin{array}{c|c}
A+B_{2} F_{2}+L_{2} C_{2} & -L_{2} \\
\hline F_{2} & 0
\end{array}\right] .
$$

Chapter 15 solves a max-min problem, i.e.. a full information (or state feedback) $\mathcal{H}_{\infty}$ control problem, which is the key to the $\mathcal{H}_{\alpha}$ theory considered in the next chapter. Consider a dynamical system

$$
\begin{aligned}
\dot{x} & =A x+B_{1} w+B_{2} u \\
z & \left.=C_{1} x+D_{12} u, D_{12}^{*}\left[C, D_{12}\right]=\text { ॰ } 0 I\right] .
\end{aligned}
$$

Then we show that $\sup _{w \in \mathcal{B} \mathcal{L}_{2+}} \min _{u \in \mathcal{L}_{2+}}\|z\|_{2}<\gamma$ if and only if $H_{\infty} \in \operatorname{dom}($ Ric $)$ and $X_{\infty}=$ $\operatorname{Ric}\left(H_{\infty}\right) \geq \mathbf{0}$ where

$$
H_{\infty}:=\left[\begin{array}{cc}
A & \gamma^{-2} H_{1} B_{1}^{*}-B_{2} B_{2}^{*} \\
-C_{1}^{*} C_{1} & -A^{*}
\end{array}\right.
$$

1.3. Highlights of The Book

Furthermore, $u=F_{\infty} x$ with $F_{\infty}:=-B_{2}^{*} X_{\infty}$ is an optimal control.

Chapter 16 considers a simplified $\mathcal{H}_{\infty}$ control problem with the generalized plant $G(s)$ as given in Chapter 14. We show that there exists an admissible controller such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ iff the following three conditions hold:
(i) $H_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ and $X_{\infty}:=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$;
(ii) $J_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ and $Y_{\infty}:=\operatorname{Ric}\left(J_{\infty}\right) \geq 0$ where

$$
J_{\infty}:=\left[\begin{array}{cc}
A^{*} & \gamma^{-2} C_{1}^{*} C_{1}-C_{2}^{*} C_{2} \\
-B_{1} B_{1}^{*} & -A
\end{array}\right]
$$

(iii) $\rho\left(X_{\infty} Y_{\infty}\right)<\gamma^{2}$.

Moreover, the set of all admissible controllers such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ equals the set of all transfer matrices from $y$ to $u$ in


$$
M_{\infty}(s)=\left[\begin{array}{c|cc}
\hat{A}_{\infty} & -Z_{\infty} L_{\infty} & Z_{\infty} B_{2} \\
\hline F_{\infty} & 0 & I \\
-C_{2} & I & 0
\end{array}\right]
$$

where $Q \in \mathcal{R H}_{\infty},\|Q\|_{\infty}<\gamma$ and

$$
\begin{gathered}
\hat{A}_{\infty}:=A+\gamma^{-2} B_{1} B_{1}^{*} X_{\infty}+B_{2} F_{\infty}+Z_{\infty} L_{\infty} C_{2} \\
F_{\infty}:=-B_{2}^{*} X_{\infty}, \quad L_{\infty}:=-Y_{\infty} C_{2}^{*}, \quad Z_{\infty}:=\left(I-\gamma^{-2} Y_{\infty} X_{\infty}\right)^{-1} .
\end{gathered}
$$

Chapter 17 considers again the standard $\mathcal{H}_{\infty}$ control problem but with some assumptions in the last chapter relaxed. We indicate how the assumptions can be relaxed to accommodate other more complicated problems such as singular control problems. We also consider the integral control in the $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ theory and show how the general $\mathcal{H}_{\infty}$ solution can be used to solve the $\mathcal{H}_{\infty}$ filtering problem. The conventional Youla parameterization approach to the $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ problems is also outlined. Finally, the general state feedback $\mathcal{H}_{\infty}$ control problem and its relations with full information control are discussed.

Chapter 18 first solves a gap metric minimization problem. Let $P=\tilde{M}^{-1} \tilde{N}$ be a normalized left coprime factorization. Then we show that

$$
\inf _{K \text { stabilizing }}\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1}\left[\begin{array}{ll}
I & P
\end{array}\right]\right\|_{\infty}
$$

$$
=\inf _{K \text { stabilizing }} \|\left.\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\right|_{\infty}=\left(\begin{array}{ll}
1-\left\|\left[\begin{array}{cc}
\tilde{N} & \tilde{M}
\end{array}\right]\right\|_{H}^{2}
\end{array}\right)^{-1} .
$$

This implies that there is a robustly stabilizing controller for

$$
P_{\Delta}=\left(\tilde{M}+\tilde{\Delta}_{M}\right)^{-1}\left(\tilde{N}+\tilde{\Delta}_{N}\right)
$$

with

$$
\left\|\left[\begin{array}{ll}
\tilde{\Delta}_{N} & \tilde{\Delta}_{M}
\end{array}\right]\right\|_{\infty}<\epsilon
$$

if and only if

$$
\epsilon \leq \sqrt{1-\|[\tilde{N}} \tilde{M}] \|_{H}^{2} .
$$

Using this stabilization result, a loop shaping design technique is proposed. The proposed technique uses only the basic concept of loop shaping methods and then a robust stabilization controller for the normalized coprime factor perturbed system is used to construct the final controller.

Chapter 19 considers the design of reduced order controllers by means of controller reduction. Special attention is paid to the controller reduction methods that preserve the closed-loop stability and performance. Methods are presented that give sufficient conditions in terms of frequency weighted model reduction problems for which some numerical methods are suggested.

Chapter 20 briefly introduces the Lagrange multiplier method for the design of fixed order controllers.

Chapter 21 discusses discrete time Riccati equations and some of their applications in discrete time control. Finally, the discrete time balanced model reduction is considered.


## Linear Algebra

Some basic linear algebra facts will be reviewed in this chapter. The detailed treatment of this topic can be found in the references listed at the end of the chapter. Hence we shall omit most proofs and provide proofs only for those results that either cannot be easily found in the standard linear algebra textbooks or are insightful to the understanding of some related problems. We then treat a special class of matrix dilation problems which will be used in Chapters 8 and 17; however, most of the results presented in this book can be understood without the knowledge of the matrix dilation theory.

### 2.1 Linear Subspaces

Let $\mathbb{R}$ denote the real scalar field and $\mathbb{C}$ the complex scalar field. For the interest of this chapter, let $\mathbb{F}$ be either $\mathbb{R}$ or $\mathbb{C}$ and let $\mathbb{F}^{n}$ be the vector space over IF, i.e., $\mathbb{F}^{n}$ is either $\mathbb{R}^{n}$ or $\mathbb{C}^{n}$. Now let $x_{1}, x_{2}, \ldots, x_{k} \in \mathrm{IF} "$. Then an element of the form $\alpha_{1} x_{1}+\ldots+\alpha_{k} x_{k}$ with $\alpha_{i} \in \mathbb{F}$ is a linear combination over $\mathbb{F}$ of $x_{1}, \ldots, x_{k}$. The set of all linear combinations of $x_{1}, x_{2}, \ldots, x_{k} \in \mathbb{F}^{n}$ is a subspace called the spun of $x_{1}, x_{2}, \ldots, x_{k}$, denoted by

$$
\operatorname{span}\left\{x_{1}, x_{2}, ., x_{k}\right\}:=\left\{x=\alpha_{1} x_{1}+\ldots+\alpha_{k} x_{k}: \alpha_{i} \in \mathbb{F}\right\} .
$$

A set of vectors $x_{1}, x_{2}, \ldots, x_{k} \in \mathbb{F}^{n}$ are said to be linearly dependent over $\mathbb{F}$ if there exists $\alpha_{1}, \ldots, \alpha_{k} \in \mathbb{F}$ not all zero such that $\alpha_{1} x_{2}+\ldots+\alpha_{k} x_{k}=0$; otherwise they are said to be linearly independent.

Let $S$ be a subspace of $\mathbb{F}^{n}$, then a set of vectors $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\} \in S$ is called a basis for $S$ if $x_{1}, x_{2}, \ldots, x_{k}$ are linearly independent and $S=\operatorname{span}\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$. However,
such a basis for a subspace S is not unique but all bases for $S$ have the same number of elements. This number is called the dimension of $S$, denoted by $\operatorname{dim}(S)$.

A set of vectors $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ in $\mathbb{F}^{n}$ are mutually orthogonal if $x_{i}^{*} x_{j}=0$ for all i $\neq j$ and orthonormal if $x_{i}^{*} x_{j}=\delta_{i j}$, where the superscript $*$ denotes complex conjugate transpose and $\delta_{i j}$ is the Kronecker delta function with $\delta_{i j}=1$ for i $=j$ and $\delta_{i j}=0$ for i $\neq j$. More generally, a collection of subspaces $S_{1}, S_{2}, \ldots, S_{k}$ of $\mathbb{F}^{n}$ are mutually orthogonal if $x^{*} y=0$ whenever x $\in S_{i}$ and y $\in S_{j}$ for i $\neq j$.

The orthogonal complement of a subspace $S$ с $\mathbb{F}^{n}$ is defined by

$$
S^{\perp}:=\left\{\mathrm{y} \in \mathbb{F}^{n}: y^{*} x=0 \text { for all } \mathrm{x} \in \mathrm{~S}\right\}
$$

We call a set of vectors $\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ an orthonormal basis for a subspace $S \in \mathbb{F}^{n}$ if they form a basis of $S$ and are orthonormal. It is always possible to extend such a basis to a full orthonormal basis $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ for IF $^{‘}$. Note that in this case

$$
S^{\perp}=\operatorname{span}\left\{u_{k+1}, \ldots, u_{n}\right\}
$$

and $\left\{u_{k+1}, \ldots, u_{n}\right\}$ is called an orthonormal completion of $\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$.
Let $\mathbf{A} \in \mathbb{F}^{m \times n}$ be a linear transformation from $\mathbb{F}^{n}$ to $\mathbb{F}^{m}$, i.e.,

$$
A: \mathbb{F}^{n} \longmapsto \mathbb{F}^{m}
$$

(Note that a vector $\mathrm{x} \in \mathbb{F}^{m}$ can also be viewed as a linear transformation from $\mathbb{F}$ to $\mathbb{F}^{m}$, hence anything said for the general matrix case is also true for the vector case.) Then the kernel or null space of the linear transformation $\mathbf{A}$ is defined by

$$
\operatorname{Ker} A=\mathrm{N}(\mathrm{~A}):=\left\{\mathrm{x} \in \mathbb{F}^{n}: \mathbf{A x}=\mathbf{0}\right\}
$$

and the image or range of $\mathbf{A}$ is

$$
\operatorname{Im} A=R(A):=\left\{y \in \mathbb{F}^{m}: y=A x, x \in \mathbb{F}^{n}\right\}
$$

It is clear that $\operatorname{Ker} A$ is a subspace of $\mathbb{F}^{m}$ and $\operatorname{Im} .4$ is a subspace of $\mathbb{F}^{m}$. Moreover, it can be easily seen that $\operatorname{dim}(\operatorname{KerA})+\operatorname{dim}(\operatorname{ImA})=n$ and $\operatorname{dim}(\operatorname{ImA})=\operatorname{dim}(\operatorname{Ker} A)^{\perp}$. Note that $(\operatorname{Ker} A)^{\perp}$ is a subspace of $\mathbb{F}^{n}$.

Let $a_{i}, i=1,2, \ldots, \mathrm{n}$ denote the columns of a matrix $\mathbf{A} \in \mathbb{F}^{m \times n}$, then

$$
\operatorname{Im} A=\operatorname{span}\left\{a_{1}, a_{2}, \ldots, \mathrm{a},\right\}
$$

The rank of a matrix $\mathbf{A}$ is defined by

$$
\operatorname{rank}(\mathrm{A})=\operatorname{dim}(\operatorname{Im} A)
$$

It is a fact that $\operatorname{rank}(\mathrm{A})=\operatorname{rank}\left(A^{*}\right)$, and thus the rank of a matrix equals the maximal number of independent rows or columns. A matrix $\mathbf{A} \in \mathbb{F}^{m \times n}$ is said to have full row rank if $\mathrm{m} \leq \mathrm{n}$ and $\operatorname{rank}(\mathrm{A})=\mathrm{m}$. Dually, it is said to have full column rank if $\mathrm{n} \leq \mathrm{m}$ and $\operatorname{rank}(\mathrm{A})=\mathrm{n}$. A full rank square matrix is called a nonsingular matrix. It is easy
to see that $\operatorname{rank}(\mathrm{A})=\operatorname{rank}(A T)=\operatorname{rank}(P A)$ if $T$ and $P$ are nonsingular matrices with appropriate dimensions.

A square matrix $U \in F^{n \times n}$ whose columns form an orthonormal basis for $\mathbb{F}^{n}$ is called an unitary matrix (or orthogonal matrix if IF $=\mathbb{R}$ ), and it satisfies $U^{*} U=I=U U^{*}$. The following lemma is useful.
Lemma 2.1 Let $D=\left[\begin{array}{lll}d_{1} & . d_{k}\end{array}\right] \in \mathbb{F}^{n \times k}(n>k)$ be such that $D^{*} D=I$, so $d_{i}, \mathrm{i}=1,2, \ldots, k$ are orthonormal. Then there exists a matrix $D_{\perp} \in \mathbb{F}^{n \times(n-k)}$ such that $\left[\begin{array}{cc}D & D_{\perp}\end{array}\right]$ is a unitary matrix. Furthermore, the columns of $D_{\perp}, d_{i}, i=k+1, \ldots, n$, form an orthonormal completion of $\left\{d_{1}, d_{2}, \ldots, d_{k}\right\}$.

The following results are standard:
Lemma 2.2 Consider the linear equation

$$
A X=B
$$

where $A \in \mathbb{F}^{n \times l}$ and $B \in \mathbb{F}^{n \times m}$ are given matrices. Then the following statements are equivalent:
(i) there exists a solution $\mathrm{X} \in \mathbb{F}^{1 \times m}$.
(ii) the columns of $B \in \operatorname{Im} A$.
(iii) $\operatorname{rank}\left[\begin{array}{ll}A & B\end{array}\right]=\operatorname{rank}(A)$
(iv) $\operatorname{Ker}\left(A^{*}\right) \subset \operatorname{Ker}\left(B^{*}\right)$.

Furthermore, the solution, if it exists, is unique if and only if $A$ has full column rank.
The following lemma concerns the rank of the product of two matrices.
Lemma 2.3 (Sylvester's inequality) Let $A \in \mathbb{F}^{m \times n}$ and $B \in \mathbb{F}^{n \times k}$. Then

$$
\operatorname{rank}(A)+\operatorname{rank}(B)-\mathrm{n} \leq \operatorname{rank}(A B) \leq \min \{\operatorname{rank}(A), \operatorname{rank}(B)\}
$$

For simplicity, a matrix $M$ with $m_{i j}$ as its i-th row and j-th column's element will sometimes be denoted as $M=\left[m_{i j}\right]$ in this book. We will mostly use I as above to denote an identity matrix with compatible dimensions, but from time to time, we will use $I_{n}$ to emphasis that it is an $\mathrm{n} \times n$ identity matrix.

Now let $A=\left[a_{i j}\right] \in \mathbb{C}^{n \times n}$, then the trace of $A$ is defined as

$$
\operatorname{Trace}(\mathrm{A}):=\sum_{i=1}^{n} a_{i i}
$$

Trace has the following properties:

$$
\begin{aligned}
& \operatorname{Trace}(\alpha A)=\alpha \operatorname{Trace}(A), \forall \alpha \in \mathbb{C}, A \in \mathbb{C}^{n \times n} \\
& \operatorname{Trace}(A+B)=\operatorname{Trace}(\mathrm{A})+\operatorname{Trace}(\mathrm{B}), V A, B \in \mathbb{C}^{n \times n} \\
& \operatorname{Trace}(A B)=\operatorname{Trace}(B A), V A \in \mathbb{C}^{n \times m}, B \in \mathbb{C}^{m \times n}
\end{aligned}
$$

### 2.2 Eigenvalues and Eigenvectors

Let $A \in \mathbb{C}^{n \times n}$, then the eigenvalues of $A$ are the $n$ roots of its characteristic polynomial $\mathrm{p}(\mathrm{X})=\operatorname{det}(\lambda I-A)$. This set of roots is called the spectrum of $A$ and is denoted by $\sigma(A)$ (not to be confused with singular values defined later). That is, $a(A):=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ if $\lambda_{i}$ is a root of $\mathrm{p}(\mathrm{X})$. The maximal modulus of the eigenvalues is called the spectra2 radius, denoted by

$$
\rho(A):=\max _{1 \leq i_{n}^{K}}\left|\lambda_{i}\right|
$$

where, as usual, . denotes the magnitude.
If $\lambda \in \sigma(A)$ then any nonzero vector $x \in \mathbb{C}^{n}$ that satisfies

$$
A x=\lambda
$$

is referred to as a right eigenvector of $A$. Dually, a nonzero vector y is called a left eigenvector of $A$ if

$$
y^{*} A=\lambda y^{*} .
$$

It is a well known (but nontrivial) fact in linear algebra that any complex matrix admits a Jordan Canonical representation:

Theorem 2.4 For any square complex matris $A \in \mathbb{C}^{n \times n}$, there exists a nonsingular matrix $T$ such that

$$
A=T J T \cdot 1
$$

where

$$
\begin{gathered}
J=\operatorname{diag}\left\{J_{1}, J_{2} \ldots, J_{l}\right\} \\
J_{i}=\operatorname{diag}\left\{J_{i 1}, J_{i 2} \ldots, J_{i m_{i}}\right\} \\
J_{i j}=\left|\begin{array}{ccccc}
\lambda_{i} & 1 & & & \\
& \lambda_{i} & 1 & & \\
& & \cdots & \cdots & \\
& & & & \lambda_{i}
\end{array}\right| \\
\\
\\
\end{gathered}
$$

with $\sum_{i=1}^{l} \sum_{j=1}^{m_{i}} n_{i j}=n$, and with $\left\{\lambda_{i}: i=1, \ldots, l\right\}$ as the distinct eigenvalues of $A$.
The transformation $T$ has the following form:

$$
\left.\begin{array}{rl}
T & =\left[\begin{array}{ccc}
T_{1} & T_{2} & \cdot
\end{array} T_{l}\right.
\end{array}\right] \quad \begin{array}{llll}
T_{i} & =\left[\begin{array}{llll}
T_{i 1} & T_{i 2} & \cdot & T_{i m_{i}}
\end{array}\right] \\
T_{i j} & =\left[\begin{array}{llll}
t_{i j 1} & t_{i j 2} & \cdot & t_{i j n_{i j}}
\end{array}\right]
\end{array}
$$

where $t_{i j 1}$ are the eigenvectors of $A$,

$$
A t_{i j 1}=\lambda_{i} t_{i, 1}
$$

and $t_{i j k} \neq 0$ defined by the following linear equations for $k \geq 2$

$$
\left(A-\lambda_{i} I\right) t_{i j k}=t_{i j(k-1)}
$$

are called the generalized eigenvectors of $A$. For a given integer $\mathrm{q} \leq n_{i j}$, the generalized eigenvectors $t_{i j l}, \forall l<q$, are called the lower rank generalized eigenvectors of $t_{i j q}$.

Definition 2.1 A square matrix $A \in \mathbb{R}^{n \times r_{1 S}}$ called cyclic if the Jordan canonical form of A has one and only one Jordan block associated with each distinct eigenvalue.

More specifically, a matrix A is cyclic if its Jordan form has $m_{i}=1, i=1, \ldots, 1$. Clearly, a square matrix $A$ with all distinct eigenvalues is cyclic and can be diagonalized:

$$
\text { А } \left.1 \begin{array}{lllll} 
& x_{1} & x_{2} & \ldots & x_{n}
\end{array}\right]=\left[\begin{array}{lllll}
\text { ィ } & x_{1} & x_{2} & \ldots & x_{n}
\end{array}\right]\left[\begin{array}{llll}
\lambda_{1} & & & \\
& \lambda_{2} & & \\
& & \ddots & \\
& & & \\
& & & \lambda_{n}
\end{array}\right]
$$

In this case, A has the following spectral decomposition:

$$
A=\sum_{i=1}^{n} \lambda_{i} x_{i} y_{i}^{*}
$$

where $y_{i} \in \mathbb{C}^{n}$ is given by

$$
\left[\begin{array}{c}
y_{1}^{*} \\
y_{2}^{*} \\
\vdots \\
y_{n}^{*}
\end{array}\right]=\left[\begin{array}{llll}
x_{1} & x_{2} & \cdots & x_{n}
\end{array}\right]^{-1}
$$

In general, eigenvalues need not be real, and neither do their corresponding eigenvectors. However, if $A$ is real and $\lambda$ is a real eigenvalue of $A$, then there is a real eigenvector corresponding to $\lambda$. In the case that all eigenvalues of a matrix $A$ are real', we will denote $\lambda_{1,,(A)}$ for the largest eigenvalue of $A$ and $\lambda_{\min }(A)$ for the smallest eigenvalue. In particular, if $A$ is a Hermitian matrix, then there exist a unitary matrix $U$ and a real diagonal matrix A such that $\mathrm{A}=U \Lambda U^{*}$, where the diagonal elements of A are the eigenvalues of A and the columns of $U$ are the eigenvectors of A .

The following theorem is useful in linear system theory.
Theorem 2.5 (Cayley-Hamilton) Let $A \in \mathbb{C}^{n \times n}$ and denote

$$
\operatorname{det}(\lambda I-\mathrm{A})=\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+\mathrm{a}_{1} .
$$

Then

$$
\mathrm{A}^{\prime \prime}+a_{1} A^{n-1}+\cdot+a_{n} I=0
$$

[^0]This is obvious if $A$ has distinct eigenvalues. Since

$$
A "+a_{1} A^{n-1}+\ldots+a_{n} I=T^{-1} \operatorname{diag}\left\{\ldots \lambda_{i}^{n}+a_{1} \lambda_{i}^{n-1}+\ldots+\mathrm{a}, \ldots\right\} T=0,
$$

and $\lambda_{i}$ is an eigenvalue of $A$. The proof for the general case follows from the following lemma.

Lemma 2.6 Let $A \in \mathbb{C}^{n \times n}$. Then

$$
(\lambda I-A)^{-1}=\frac{1}{\operatorname{det}(\lambda I-A)}\left(R_{1} \lambda^{\prime-1}+R_{2} \lambda^{n-2}+\cdot \ldots+R,\right)
$$

and

$$
\operatorname{det}(\lambda I \quad A)=\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+a
$$

where $a_{i}$ and $R_{i}$ can be computed from the following recursive formulas:

$$
\begin{array}{lll}
a_{1}=-\operatorname{Trace} A & R_{1}=I \\
a_{2}=-\frac{1}{2} \operatorname{Trace}\left(R_{2} A\right) & R_{2}=R_{1} A+a_{1} I \\
& & \\
a_{n-1}=-\frac{1}{n-1} \operatorname{Trace}\left(R_{n-1} A\right) & R_{n}=R_{n-1} A+a_{n-1} I \\
a, & =-\frac{1}{n} \operatorname{Trace}\left(R_{n} A\right) & 0=R_{n} A+a_{n} I .
\end{array}
$$

The proof is left to the reader as an exercise. Note that the Cayley-Hamilton Theorem follows from the fact that

$$
0=R_{n} A+a_{n} I=A "+a_{1} A^{n-1}+\cdots+a_{n} I .
$$

### 2.3 Matrix Inversion Formulas

Let $A$ be a square matrix partitioned as follow>

$$
A:=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]
$$

where $A_{11}$ and $A_{22}$ are also square matrices. Now suppose $A_{11}$ is nonsingular, then $A$ has the following decomposition:

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
{\left[\begin{array}{ll}
A_{21} & A_{22}
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
A_{21} A_{11}^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
A_{11} & 0 \\
{\left[\begin{array}{cc} 
& \Delta
\end{array}\right]}
\end{array} \begin{array}{cc}
I & A_{11}^{-1} A_{12} \\
0 & I
\end{array}\right]}
\end{array}\right.
$$

with $\Delta:=A_{22}-A_{21} A_{11}^{-1} A_{12}$, and $A$ is nonsingular iff A is nonsingular.
Dually, if $A_{22}$ is nonsingular, then

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
\left.\left[\begin{array}{ll}
21 & A_{22}
\end{array}\right]=\left[\begin{array}{cc}
I & A_{12} A_{22}^{-1} \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
\hat{\Delta} & 0 \\
0 & A_{22}
\end{array}\right] \begin{array}{cc}
I & 0 \\
{\left[A_{22}^{-1} A_{21}\right.} & I
\end{array}\right], ~
\end{array}\right.
$$

with $\hat{\Delta}:=A_{11}-A_{12} A_{22}^{-1} A_{21}$, and $A$ is nonsingular iff $\hat{\Delta}$ is nonsingular. The matrix $\Delta$ $(\hat{\Delta})$ is called the Schur complement of $A_{11}\left(A_{22}\right)$ in $A$.

Moreover, if $A$ is nonsingular, then

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
A_{11}^{-1}+A_{11}^{-1} A_{12} \Delta^{-1} A_{21} A_{11}^{-1} & -A_{11}^{-1} A_{12} \Delta^{-1} \\
-\Delta^{-1} A_{21} A_{11}^{-1} & \Delta^{-1}
\end{array}\right]
$$

and

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
\hat{\Delta}^{-1} & -\hat{\Delta}^{-1} A_{12} A_{22}^{-1} \\
-A_{22}^{-1} A_{21} \hat{\Delta}^{-1} & A_{22}^{-1}+A_{22}^{-1} A_{21} \hat{\Delta}^{-1} A_{12} A_{22}^{-1}
\end{array}\right]
$$

The above matrix inversion formulas are particularly simple if $A$ is block triangular:

$$
\begin{aligned}
& {\left[\begin{array}{cc}
A_{11} & 0 \\
A_{21} & A_{22}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
A_{11}^{-1} & 0 \\
-A_{22}^{-1} A_{21} A_{11}^{-1} & A_{22}^{-1}
\end{array}\right]} \\
& {\left[\begin{array}{cc}
A_{11} & A_{12} \\
0 & A_{22}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
A_{11}^{-1} & -A_{11}^{-1} A_{12} A_{22}^{-1} \\
0 & A_{22}^{-1}
\end{array}\right] .}
\end{aligned}
$$

The following identity is also very useful. Suppose $A_{11}$ and $A_{22}$ are both nonsingular matrices, then

$$
\left(A_{11}-A_{12} A_{22}^{-1} A_{21}\right)^{-1}=A_{11}^{-1}+A_{11}^{-1} A_{12}\left(A_{22}-A_{21} A_{11}^{-1} A_{12}\right)^{-1} A_{21} A_{11}^{-1}
$$

As a consequence of the matrix decomposition formulas mentioned above, we can calculate the determinant of a matrix by using its sub-matrices. Suppose $A_{11}$ is nonsingular, then

$$
\operatorname{det} A=\operatorname{det} A_{11} \operatorname{det}\left(A_{22}-A_{21} A_{11}^{-1} A_{12}\right)
$$

On the other hand, if $A_{22}$ is nonsingular, then

$$
\operatorname{det} A=\operatorname{det} A_{22} \operatorname{det}\left(A_{11}-A_{12} A_{22}^{-1} A_{21}\right)
$$

In particular, for any $B \in \mathbb{C}^{m \times n}$ and $C \in \mathbb{C}^{n \times m}$, we have

$$
\operatorname{det}\left[\begin{array}{cc}
I_{m} & B \\
-C & I_{n}
\end{array}\right]=\operatorname{det}\left(I_{n}+C B\right)=\operatorname{det}\left(I_{m}+B C\right)
$$

and for $x, y \in \mathbb{C}^{n}$

$$
\operatorname{det}\left(I_{n}+x y^{*}\right)=1+y^{*} x
$$

### 2.4 Matrix Calculus

Let $X=\left[x_{i j}\right] \in \mathbb{C}^{m \times n}$ be a real or complex matrix and $F(X) \in \mathbb{C}$ be a scalar real or complex function of $X$; then the derivative of $F(X)$ with respect to $X$ is defined as

$$
\frac{\partial}{\partial X} F(X):=\left[\frac{\partial}{\partial x_{i j}} F(X)\right]
$$

Let $A$ and $B$ be constant complex matrices with compatible dimensions. Then the following is a list of formulas for the derivatives ${ }^{2}$ :

$$
\begin{array}{ll}
\frac{\partial}{\partial X} \operatorname{Trace}\{A X B\} & =A^{T} B^{T} \\
\frac{\partial}{\partial X} \operatorname{Trace}\left\{A X^{T} B\right\} & =B A \\
\frac{\partial}{\partial X} \operatorname{Trace}\{A X B X\} & =A^{T} A^{T} B^{T}+B^{T} X^{T} A^{T} \\
\frac{\partial}{\partial X} \operatorname{Trace}\left\{A X B X^{T}\right\} & =A^{T} X^{-} B^{T}+A X B \\
\frac{\partial}{\partial X} \operatorname{Trace}\left\{X^{k}\right\} & =k\left(X^{k-1}\right)^{T} \\
\frac{\partial}{\partial X} \operatorname{Trace}\left\{A X^{k}\right\} & =\left(\sum_{i=0}^{k-1} X^{i} A X^{k-i-1}\right)^{T} \\
\frac{\partial}{\partial X} \operatorname{Trace}\left\{A X^{-1} B\right\} & =-\left(X^{-1} B A X^{-1}\right)^{T} \\
\frac{\partial}{\partial X} \log \operatorname{det} X & =\left(X^{T}\right)^{-1} \\
\frac{\partial}{\partial X} \operatorname{det} X^{T} & =\frac{\partial}{\partial X} \operatorname{let} X=(\operatorname{det} X)\left(X^{T}\right)^{-1} \\
\frac{\partial}{\partial X} \operatorname{det}\left\{X^{k}\right\} & \left.=t X^{k}\right)\left(X^{T}\right)^{-1}
\end{array}
$$

And finally, the derivative of a matrix $A(\alpha) \in \mathbb{C}^{m \times n}$ with respect to a scalar $\alpha \in \mathbb{C}$ is defined as

$$
\frac{d A}{d \alpha}:=\left[\frac{d a_{2 j}}{d \alpha}\right]
$$

so that all the rules applicable to a scalar function also apply here. In particular, we have

$$
\begin{aligned}
\frac{d(A B)}{d \alpha} & =\frac{d A}{d \alpha} B+A \frac{d B}{d \alpha} \\
\frac{d A^{-1}}{d \alpha} & =-A^{-1} \frac{d A}{d \alpha} A^{-1}
\end{aligned}
$$

[^1]
### 2.5 Kronecker Product and Kronecker Sum

Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{p \times q}$, then the Kronecker product of $A$ and $B$ is defined as

$$
A \otimes B:=\left[\begin{array}{cccc}
a_{11} B & a_{12} B & \cdots & a_{1 n} B \\
a_{21} B & a_{22} B & \cdots & a_{2 n} B \\
\vdots & \vdots & & \vdots \\
a_{m 1} B & a_{m 2} B & \cdots & a_{m n} B
\end{array}\right] \in \mathbb{C}^{m p \times n q}
$$

Furthermore, if the matrices $A$ and $B$ are square and $A \in \mathbb{C}^{n \times n}$ and $B \in \mathbb{C}^{m \times m}$ then the Kronecker sum of $A$ and $B$ is defined as

$$
A \oplus B:=\left(A \otimes I_{m}\right)+\left(I_{n} \otimes B\right) \in \mathbb{C}^{n m \times n m}
$$

Let $X \in \mathbb{C}^{m \times n}$ and let vec $(X)$ denote the vector formed by stacking the columns of $X$ into one long vector:

$$
\operatorname{vec}(X):=\left[\begin{array}{c}
x_{11} \\
x_{21} \\
\vdots \\
x_{m 1} \\
x_{12} \\
x_{22} \\
\vdots \\
x_{1 n} \\
x_{2 n} \\
\vdots \\
x_{m n}
\end{array}\right] .
$$

Then for any matrices $A \in \mathbb{C}^{k \times m}, B \in \mathbb{C}^{n \times l}$, and $X \in \mathbb{C}^{m \times n}$, we have

$$
\operatorname{vec}(A X B)=\left(B^{T} \otimes A\right) \operatorname{vec}(X)
$$

Consequently, if $k=m$ and $l=n$, then

$$
\operatorname{vec}(A X+X B)=\left(B^{T} \oplus A\right) \operatorname{vec}(X)
$$

Let $A \in \mathbb{C}^{n \times n}$ and $B \in \mathbb{C}^{m \times m}$, and let $\left\{\lambda_{i}, i=1, \ldots, n\right\}$ be the eigenvalues of $A$ and $\left\{\mu_{j}, j=1, \ldots, m\right\}$ be the eigenvalues of $B$. Then we have the following properties:

- The eigenvalues of $A \otimes B$ are the $m n$ numbers $\lambda_{i} \mu_{j}, i=1,2, \ldots, n, j=1,2, \ldots, m$.
- The eigenvalues of $A \oplus B=\left(A \otimes I_{m}\right)+\left(I_{n} \otimes B\right)$ are the mn numbers $\lambda_{i}+\mu_{j}$, $i=1,2, \ldots, n, j=1,2, \ldots, m$.
- Let $\left\{x_{i}, i=1, \ldots, n\right\}$ be the eigenvectors of $A$ and let $\left\{y_{j}, j=1, \ldots, m\right\}$ be the eigenvectors of $B$. Then the eigenvectors of $A \otimes B$ and $A \oplus B$ correspond to the eigenvalues $\lambda_{i} \mu_{j}$ and $\lambda_{i}+\mu_{j}$ are $x_{i} \otimes y_{j}$.

Using these properties, we can show the following Lemma.
Lemma 2.7 Consider the Sylvester equation

$$
\begin{equation*}
A X+X B=C \tag{2.1}
\end{equation*}
$$

where $A \in \mathbb{F}^{n \times n}, B \in \mathbb{F}^{m \times m}$, and $C \in \mathbb{F}^{n \times m}$ are given matrices. There exists a unique solution $X \in \mathbb{F}^{n \times m}$ if and only if $\lambda_{i}(A)+\lambda_{j}(B) \neq 0, \forall i=1,2, \ldots, n$ and $j=1,2, \ldots, m$.

In particular, if $B=A^{*}$, (2.1) is called the "Lyapunov Equation"; and the necessary and sufficient condition for the existence of a unique solution is that $\lambda_{i}(A)+\bar{\lambda}_{j}(A) \neq 0, \forall i, j=1,2, \ldots, n$

Proof. Equation (2.1) can be written as a linear matrix equation by using the Kronecker product:

$$
\left(B^{T} \oplus A\right) \operatorname{vec}(X)=\operatorname{vec}(C)
$$

Now this equation has a unique solution iff $B^{T} \Theta A$ is nonsingular. Since the eigenvalues of $B^{T} \oplus A$ have the form of $\lambda_{i}(A)+\lambda_{j}\left(B^{T}\right)=\lambda_{i}(A)+\lambda_{j}(B)$, the conclusion follows.

The properties of the Lyapunov equations will be studied in more detail in the next chapter.

### 2.6 Invariant Subspaces

Let $A: \mathbb{C}^{n} \longmapsto \mathbb{C}^{n}$ be a linear transformation, $\lambda$ be an eigenvalue of $A$, and $x$ be a corresponding eigenvector, respectively. Then $A x=\lambda x$ and $A(\alpha x)=\lambda(\alpha x)$ for any $\alpha \in \mathbb{C}$. Clearly, the eigenvector $x$ defines an one-dimensional subspace that is invariant with respect to pre-multiplication by $A$ since $A^{k} x=\lambda^{k} x, \forall k$. In general, a subspace $S \subset \mathbb{C}^{n}$ is called invariant for the transformation $A$, or $A$-invariant, if $A x \in S$ for every $x \in S$. In other words, that $S$ is invariant for $A$ means that the image of $S$ under $A$ is contained in $S: A S \subset S$. For example, $\{0\}, \mathbb{C}^{n}, \operatorname{Ker} A$, and $\operatorname{Im} A$ are all $A$-invariant subspaces.

As a generalization of the one dimensional invariant subspace induced by an eigenvector, let $\lambda_{1}, \ldots, \lambda_{k}$ be eigenvalues of $A$ (not necessarily distinct), and let $x_{i}$ be the corresponding eigenvectors and the generalized eigenvectors. Then $S=\operatorname{span}\left\{x_{1}, \ldots, x_{k}\right\}$ is an $A$-invariant subspace provided that all the lower rank generalized eigenvectors are included. More specifically, let $\lambda_{1}=\lambda_{2}=\cdots=\lambda_{l}$ be eigenvalues of $A$, and
let $x_{1}, x_{2}, \ldots, x_{l}$ be the corresponding eigenvector and the generalized eigenvectors obtained through the following equations:

$$
\begin{aligned}
& \left(\mathrm{A}-\lambda_{1} I\right) x_{1}=0 \\
& \left(A-\lambda_{1} I\right) x_{2}=x_{1} \\
& \left(\mathrm{~A}-\lambda_{1} I\right) x_{l}=x_{l-1} .
\end{aligned}
$$

Then a subspace $S$ with $x_{t} \in S$ for some $t \leq 1$ is an A-invariant subspace only if all lower rank eigenvectors and generalized eigenvectors of $x_{t}$ are in S , i.e., $x_{i} \in S, \forall 1 \leq i \leq t$. This will be further illustrated in Example 2.1.

On the other hand, if $S$ is a nontrivial subspace ${ }^{3}$ and is $A$-invariant, then there is $\mathrm{x} \in \mathrm{S}$ and $\lambda$ such that $\mathrm{Ax}=\mathrm{Xx}$.

An A-invariant subspace $\mathrm{S} \mathbf{c} \mathbb{C}^{n}$ is called a stable invariant subspace if all the eigenvalues of $A$ constrained to $S$ have negative real parts. Stable invariant subspaces will play an important role in computing the stabilizing solutions to the algebraic Riccati equations in Chapter 13.

Example 2.1 Suppose a matrix $A$ has the following Jordan canonical form

$$
\left.A_{1} \quad x_{1} \begin{array}{llll}
2 & x_{3} & x_{4}
\end{array}\right]=\left[\begin{array}{llll}
x_{1} & x_{2} & 53 & x_{4}
\end{array}\right]\left[\begin{array}{cccc}
\lambda_{1} & 1 & & \\
& \lambda_{1} & \\
& & \lambda_{3} & \\
& & & \\
& &
\end{array}\right]
$$

with $\operatorname{Re} \lambda_{1}<0, \lambda_{3}<0$, and $\lambda_{4}>0$. Then it is easy to verify that

$$
\begin{aligned}
& S_{1}=\operatorname{span}\left\{x_{1}\right\}
\end{aligned} \quad S_{12}=\operatorname{span}\left\{x_{1}, x_{2}\right\} \quad \begin{gathered}
S_{123}
\end{gathered}=\operatorname{span}\left\{x_{1}, x_{2}, x_{3}\right\}
$$

are all A-invariant subspaces. Moreover, $S_{1}, S_{3}, S_{12}, S_{13}$, and $S_{123}$ are stable A-invariant subspaces. However, the subspaces $S_{2}=\operatorname{span}\left\{x_{2}\right\}, S_{23}=\operatorname{span}\left\{x_{2}, x_{3}\right\}$, $S_{24}=\operatorname{span}\left\{x_{2}, x_{4}\right\}$, and $S_{234}=\operatorname{span}\left\{x_{2}, x_{3}, x_{4}\right\}$ are not A-invariant subspaces since the lower rank generalized eigenvector $x_{1}$ of $x_{2}$ is not in these subspaces. To illustrate, consider the subspace $S_{23}$. Then by definition, $A x_{2} \in S_{23}$ if it is an A-invariant subspace. Since

$$
A x_{2}=\lambda x_{2}+x_{1}
$$

$A x_{2} \in S_{23}$ would require that $x_{1}$ be a linear combination of $x_{2}$ and $x_{3}$, but this is impossible since $x_{1}$ is independent of $x_{2}$ and $x_{3}$.

[^2]
### 2.7 Vector Norms and Matrix Norms

In this section, we will define vector and matrix norms. Let X be a vector space, a realvalued function $\|\cdot\|$ defined on $X$ is said to be a norm on $X$ if it satisfies the following properties:
(i) $\|x\| \geq 0$ (positivity);
(ii) $\|x\|=0$ if and only if $x=0$ (positive definiteness);
(iii) $\|\alpha x\|=|\alpha|\|x\|$, for any scalar $\alpha$ (homogeneity);
(iv) $\|x+y\| \leq\|x\|+\|y\|$ (triangle inequality)
for any $\mathrm{x} \in \mathrm{X}$ and $\mathrm{y} \in \mathrm{X}$. A function is said to be a semi-norm if it satisfies (i), (iii), and (iv) but not necessarily (ii).

Let $\mathrm{x} \in \mathbb{C}^{n}$. Then we define the vector $p$-norm of x as

$$
\|x\|_{p}:=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p} \quad \text { for } 1 \leq p \leq \infty
$$

In particular, when $p=1,2, \infty$ we have

$$
\begin{aligned}
\|x\|_{1} & :=\sum_{i=1}^{n} x_{i} \mid \\
\|x\|_{2} & :=\sqrt{\left.\left|\sum_{i=1}^{n}\right| x_{i}\right|^{2}} \\
\|x\|_{\infty} & :=\max _{1 \leq i \leq 12}\left|x_{i}\right| .
\end{aligned}
$$

Clearly, norm is an abstraction and extension of our usual concept of length in 3dimensional Euclidean space. So a norm of a ver tor is a measure of the vector "length", for example $\|x\|_{2}$ is the Euclidean distance of the vector $x$ from the origin. Similarly, we can introduce some kind of measure for a matrix.

Let $\boldsymbol{A}=\left[a_{i j}\right] \in \mathbb{C}^{m \times n}$, then the matrix norm induced by a vector p -norm is defined as

$$
\|A\|_{p}:=\sup _{x \neq 0} \frac{\|-4 x\|_{p}}{\|x\|_{p}}
$$

In particular, for $p=1,2, \infty$, the corresponding induced matrix norm can be computed as

$$
\left.\|A\|_{1}=\max _{1 \leq j \leq n} \sum_{i=1}^{m}\left|a_{i j}\right| \quad \text { (column sum }\right)
$$

$$
\begin{gathered}
\|A\|_{2}=\sqrt{\lambda \max \left(A^{*} A\right)} \\
\|A\|_{\infty}=\max _{1<i<m} \sum_{j=1}^{n}\left|a_{i j}\right| \quad \text { (row sum). }
\end{gathered}
$$

The matrix norms induced by vector pnorms are sometimes called induced p-norms. This is because $\|A\|_{p}$ is defined by or induced from a vector p-norm. In fact, A can be viewed as a mapping from a vector space $\mathbb{C}^{n}$ equipped with a vector norm $\|\cdot\|_{p}$ to another vector space $\mathbb{C}^{m}$ equipped with a vector norm $\|\cdot\|_{p}$. So from a system theoretical point of view, the induced norms have the interpretation of input/output amplification gains.

We shall adopt the following convention throughout the book for the vector and matrix norms unless specified otherwise: let $x \in \mathbb{C}^{n}$ and $A \in \mathbb{C}^{m \times n}$, then we shall denote the Euclidean 2-norm of $x$ simply by

$$
\|x\|:=\|x\|_{2}
$$

and the induced 2-norm of A by

$$
\|A\|:=\|A\|_{2} .
$$

The Euclidean 2-norm has some very nice properties:
Lemma2.8 Let $x \in \mathbb{F}^{n}$ and $y \in \mathbb{F}^{m}$.

1. Suppose $\mathrm{n} \geq \mathrm{m}$. Then $\|x\|=\|y\|$ iff there is a matrix $U \in \mathbb{F}^{n \times m}$ such that $\mathrm{x}=U y$ and $U^{*} U=1$.
2. Suppose $\mathrm{n}=\mathrm{m}$. Then $\left|x^{*} y\right| \leq\|x\|\|y\|$. Moreover, the equality holds iff $\mathrm{x}=\alpha y$ for some $\alpha \in \mathbb{F}$ or $y=0$.
3. $\|x\| \leq\|y\|$ iff there is a matrix $\Delta \in \mathbb{F}^{n \times m}$ with $\|\Delta\| \leq 1$ such that $\mathrm{x}=\Delta y$. Furthermore, $\|x\|<\|y\|$ iff $\|\Delta\|<1$.
4. $\|U x\|=\|x\|$ for any appropriately dimensioned unitary matrices $U$.

Another often used matrix norm is the so called Frobenius norm. It is defined as

$$
\|A\|_{F}:=\sqrt{\operatorname{Trace}\left(A^{*} A\right)}=\sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n}\left|a_{i j}\right|^{2}} .
$$

However, the Frobenius norm is not an induced norm.
The following properties of matrix norms are easy to show:
Lemma 2.9 Let $A$ and $B$ be any matrices with appropriate dimensions. Then

1. $\rho(A) \leq\|A\|$ (Thès is also true for $F$ norrn and any induced matrix norm).
2. $\|A B\| \leq\|A\|\|B\|$. In particular, this gives $\left\|A^{-1}\right\| \geq\|A\|^{-1}$ if $A$ is invertible. (This is also true for any induced matrix norm.)
3. $\|U A V\|=\|A\|$, and $\|U A V\|_{F}=\|A\|_{F}$, fo $0^{\circ}$ any appropriately dimensioned unitary matrices $U$ and $V$.
4. $\|A B\|_{F} \leq\|A\|\|B\|_{F}$ and $\|A B\|_{F} \leq\|B\|\|A\|_{F}$.

Note that although pre-multiplication or post-multiplication of a unitary matrix on a matrix does not change its induced Z-norm and F-norm, it does change its eigenvalues. For example, let

$$
A=\left[\begin{array}{ll}
1 & 0 \\
1 & 0 \\
I
\end{array}\right.
$$

Then $\lambda_{1}(A)=1, \lambda_{2}(A)=0$. Now let

$$
U=\left[\begin{array}{cc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{array}\right]
$$

then $U$ is a unitary matrix and

$$
U A=\left[\begin{array}{cc}
\sqrt{2} & 0 \\
0 & 0
\end{array}\right]
$$

with $\lambda_{1}(U A)=\sqrt{2}, \lambda_{2}(U A)=0$. This property is useful in some matrix perturbation problems, particularly, in the computation of bounds for structured singular values which will be studied in Chapter 10.

Lemma 2.10 Let A be a block partitioned mat ix with

$$
A=\left[\begin{array}{cccc}
A_{11} & A_{12} & \cdots & A_{1 q} \\
A_{21} & A_{22} & \cdots & A_{2 q} \\
\vdots & \vdots & & \vdots \\
A_{m 1} & A_{m 2} & \cdots & A_{m q}
\end{array}\right]=:\left[A_{i j}\right]
$$

and let each $A_{i j}$ be an appropriately dimension6 d matrix. Then for any induced matrix p-norm

Further, the inequality becomes an equality if the F-norm is used.

Proof. It is obvious that if the F-norm is used, then the right hand side of inequality (2.2) equals the left hand side. Hence only the induced pnorm cases, $1 \leq p \leq \infty$, will be shown. Let a vector x be partitioned consistently with $A$ as

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{q}
\end{array}\right]
$$

and note that

$$
\|x\|_{p} \quad\left\|\left[\begin{array}{c}
\left\|x_{1}\right\|_{p} \\
\left\|x_{2}\right\|_{p} \\
\vdots \\
\left\|x_{q}\right\|_{p}
\end{array}\right]\right\|_{p}
$$

Then

$$
\begin{aligned}
& \left\|\left[A_{i j}\right]\right\|_{p}:=\sup _{\|x\|_{p}=1}\left\|\left[A_{i j}\right] x\right\|_{p}=\sup _{\|x\|_{j}=1}\left\|\left[\begin{array}{c}
\sum_{j=1}^{q} A_{1 j} x_{j} \\
\sum_{j=1}^{q} A_{2 j} x_{j} \\
\vdots \\
\sum_{j=1}^{q} A_{m j} x_{j}
\end{array}\right]\right\|_{p} \\
& \left.=\sup _{\|x\|_{p}=1}\| \| \begin{array}{c}
\left\|\sum_{j=1}^{q} A_{1 j} x_{j}\right\|_{p} \\
\left\|\sum_{j=1}^{q} A_{2 j} x_{j}\right\|_{p} \\
\left\|\sum_{j=1}^{q} A_{m j} x_{j}\right\|_{p}
\end{array}\right]\left\|_{\mathbf{P}} \leq \sup _{\|x\|_{p}=1}\right\|\left[\begin{array}{c}
\sum_{j=1}^{q}\left\|A_{1 j}\right\|_{p}\left\|x_{j}\right\|_{p} \\
\sum_{j=1}^{q}\left\|A_{2 j}\right\|_{p}\left\|x_{j}\right\|_{p} \\
\vdots \\
\sum_{j=1}^{q}\left\|A_{m j}\right\|_{p}\left\|x_{j}\right\|_{p}
\end{array}\right] \|_{p} \\
& =\sup _{\|x\|_{p}=1}\left\|\left[\begin{array}{ccccc}
\| A_{11} & \|_{p} & \left\|A_{12}\right\|_{p} & \cdot & \cdot \\
\left\|A_{1 q}\right\|_{p} \\
\vdots & \|_{p} & \left\|A_{22}\right\|_{p} & \cdot & \left\|A_{2 q}\right\|_{p} \\
\vdots & \vdots & & \\
\| A_{m 1} & \|_{p} & \left\|A_{m 2}\right\|_{p} & \cdots & \left\|A_{1 q}\right\|_{p}
\end{array}\right]\left[\begin{array}{c}
\left\|x_{1}\right\|_{p} \\
\left\|x_{2}\right\|_{p} \\
\vdots \\
\left\|x_{q}\right\|_{p}
\end{array}\right]\right\|_{p} \\
& \leq \sup _{\|x\|_{p}=1}\left\|\left[\left\|A_{i j}\right\|_{p}\right]\right\|_{p}\|x\|_{p} \\
& =\left\|\left[\left\|A_{i j}\right\|_{p}\right]\right\|_{p} \text {. }
\end{aligned}
$$

### 2.8 Singular Value Decomposition

A very useful tool in matrix analysis is Singular' Value Decomposition (SVD). It will be seen that singular values of a matrix are good measures of the "size" of the matrix and that the corresponding singular vectors are good indications of strong/weak input or output directions.

Theorem 2.11 Let $A \in \mathbb{F}^{m \times n}$. There exist unitary matrices

$$
\begin{aligned}
U & =\left[u_{1}, u_{2}, \ldots, u_{m}\right] \in \mathbb{F}^{m \times m} \\
v & =\left[v_{1}, v_{2}, \ldots, \imath_{n}\right] \in \mathbb{F}^{n \times n}
\end{aligned}
$$

such that

$$
A=U \Sigma V^{*}, \quad \Sigma=\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & 0
\end{array}\right]
$$

where

$$
\left.\Sigma_{1}=\left\lvert\, \begin{array}{rrr} 
& & \vdots \\
& & \vdots \\
\sigma_{1} \| & \sigma_{2} & \ldots \ldots \\
& & \sigma_{p}
\end{array}\right.\right]
$$

and

$$
\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{p} \geq 0, p=\min \{m, n\}
$$

Proof. Let $\sigma=\|A\|$ and without loss of generality assume $m \geq \mathrm{n}$. Then from the definition of $\|A\|$, there exists a $z \in \mathbb{F}^{n}$ such that

$$
\|A z\|=\sigma\|z\| .
$$

By Lemma 2.8, there is a matrix $\tilde{U} \in F^{m \times n}$ such that $U^{*} U^{N}=I$ and

$$
A z=\sigma \tilde{U}
$$

Now let

$$
x=\frac{z}{\|z\|} \in \mathbb{F}^{n}, \quad y=\frac{\tilde{U} z}{\|\tilde{U} z\|} \in \mathbb{F}^{m}
$$

We have $A x=\sigma y$. Let

$$
V=\left[\begin{array}{ll}
x & V_{1}
\end{array}\right] \in \mathbb{F}^{n \times n}
$$

and

$$
U=\left[\begin{array}{ll}
y & U_{1}
\end{array}\right] E \mathbb{F}^{m \times m}
$$

be unitary. ${ }^{4}$ Consequently, $U^{*} A V$ has the following structure:

$$
A_{1}:=U^{*} A V=\left[\begin{array}{cc}
\sigma & w \\
0 & B
\end{array}\right]
$$

[^3]where $\mathrm{w} \in \mathbb{F}^{n-1}$ and $B \in \mathbb{F}^{(m-1) \times(n-1)}$.
Since
\[

\left\|A_{1}^{*}\left[$$
\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}
$$\right]\right\|_{2}^{2}=\left(\sigma^{2}+w^{*} w\right)
\]

it follows that $\left\|A_{1}\right\|^{2} \geq \sigma^{2}+w^{*} w$. But since $\sigma=\|A\|=\left\|A_{1}\right\|$, we must have $\mathrm{w}=0$. An obvious induction argument gives

$$
U^{*} A V=\Sigma
$$

This completes the proof.

The $\sigma_{i}$ is the i-th singular value of $A$, and the vectors $u_{i}$ and $v_{j}$ are, respectively, the i-th left singular vector and the $j$-th right singular vector. It is easy to verify that

$$
\begin{aligned}
A v_{i} & =\sigma_{i} u_{i} \\
A^{*} u_{i} & =\sigma_{i} v_{i} .
\end{aligned}
$$

The above equations can also be written as

$$
\begin{aligned}
A^{*} A v_{i} & =\sigma_{i}^{2} v_{i} \\
A A^{*} u_{i} & =\sigma_{i}^{2} u_{i}
\end{aligned}
$$

Hence $\sigma_{i}^{2}$ is an eigenvalue of $A A^{*}$ or $A^{*} A, u_{i}$ is an eigenvector of $A A^{*}$, and $v_{i}$ is an eigenvector of $A^{*} A$.

The following notations for singular values are often adopted:

$$
\bar{\sigma}(A)=\sigma_{\max }(A)=\sigma_{1}=\text { the largest singular value of } A ;
$$

and

$$
\underline{\sigma}(A)=\sigma_{\min }(A)=\sigma_{p}=\text { the smallest singular value of } A .
$$

Geometrically, the singular values of a matrix $A$ are precisely the lengths of the semiaxes of the hyperellipsoid $E$ defined by

$$
E=\left\{y: y=A x, x \in \mathbb{C}^{n},\|x\|=1\right\}
$$

Thus $v_{1}$ is the direction in which $\|y\|$ is largest for all $\|x\|=1$; while $v_{n}$ is the direction in which $\|y\|$ is smallest for all $\|x\|=1$. From the input/output point of view, $v_{1}\left(v_{n}\right)$ is the highest (lowest) gain input direction, while $u_{1}(u$,$) is the highest (lowest) gain$ observing direction. This can be illustrated by the following $2 \times 2$ matrix:

$$
A=\left[\begin{array}{cc}
\cos \theta_{1} & -\sin \theta_{1} \\
\sin \theta_{1} & \cos \theta_{1}
\end{array}\right]\left[\begin{array}{ll}
\sigma_{1} & \\
& \sigma_{2}
\end{array}\right]\left[\begin{array}{cc}
\cos \theta_{2} & -\sin \theta_{2} \\
\sin \theta_{2} & \cos \theta_{2}
\end{array}\right] .
$$

It is easy to see that A maps a unit disk to an ellipsoid with semi-axes of $\sigma_{1}$ and $\sigma_{2}$.
Hence it is often convenient to introduce the following alternative definitions for the largest singular value $\bar{\sigma}$ :

$$
\bar{\sigma}(A):=\max _{\|x\|=1}\|A x\|
$$

and for the smallest singular value $\underline{\sigma}$ of a tall matrix:

$$
\underline{\sigma}(A):=\min _{\|x\|=1}\|A x\|
$$

Lemma 2.12 Suppose A and A are square matrices. Then
(i) $|\underline{\sigma}(A+\Delta)-\underline{\sigma}(A)| \leq \bar{\sigma}(\Delta)$;
(ii) $\underline{\sigma}(A \Delta) \geq \underline{\sigma}(A) \underline{\sigma}(\Delta)$;
(iii) $\bar{\sigma}\left(A^{-1}\right)=\frac{1}{\underline{\sigma}(A)}$ if A is invertible.

## Proof.

(i) By definition

$$
\begin{aligned}
\underline{\sigma}(A+\Delta): & =\min _{\|x\|=1}\|(A+\Delta) x\| \\
& \geq \min _{\|x\|=1}\{\|A x\|-\|\Delta x\|\} \\
& \geq \min _{\|\nless\|==1}\|A x\|-\max _{\|x\|=1}\|\Delta x\| \\
& =\underline{\sigma}(A)-\bar{\sigma}(\Delta) .
\end{aligned}
$$

Hence $-\bar{\sigma}(\Delta) \leq \underline{\sigma}(A+\mathrm{A})-\mathrm{g}(\mathrm{A})$. The other inequality $\underline{\sigma}(A+\mathrm{A})-\underline{\sigma}(A) \leq \mathrm{T}$ ?(A) follows by replacing A by $\mathrm{A}+\mathrm{A}$ and A by -A in the above proof.
(ii) This follows by noting that

$$
\begin{aligned}
\underline{\sigma}(A \Delta): & =\min _{\|x:\|=1}\|A \Delta x\| \\
& =\sqrt{\min _{\|x\|=1} x^{*} \Delta^{*} A^{*} A \Delta x} \\
& \geq \underline{\sigma}(A) \min _{\|x\|=1}\|\Delta x\|=\underline{\sigma}(A) \underline{\sigma}(\Delta) .
\end{aligned}
$$

(iii) Let the singular value decomposition of A be $\mathrm{A}=U \Sigma V^{*}$, then $A^{-1}=V \Sigma^{-1} U^{*}$. Hence $\bar{\sigma}\left(A^{-1}\right)=\bar{\sigma}\left(\Sigma^{-1}\right)=1 / \underline{\sigma}(\Sigma)=1 / \underline{\sigma}(4)$.

Some useful properties of SVD are collected in the following lemma.

Lemma 2.13 Let $A \in \mathbb{F}^{m \times n}$ and

$$
\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{r}>\sigma_{r+1}=\cdots=0, r \leq \min \{m, n\}
$$

Then

1. $\operatorname{rank}(A)=r$;
2. $\operatorname{Ker} A=\operatorname{span}\left\{v_{r+1}, \ldots, v_{n}\right\}$ and $(\operatorname{Ker} A)^{\perp}=\operatorname{span}\left\{v_{1}, \ldots, v_{r}\right\}$;
3. $\operatorname{Im} A=\operatorname{span}\left\{u_{1}, \ldots, u_{r}\right\}$ and $(\operatorname{Im} A)^{\perp}=\operatorname{span}\left\{u_{r+1}, \ldots, u_{m}\right\}$;
4. $A \in \mathbb{F}^{m \times n}$ has a dyadic expansion:

$$
A=\sum_{i=1}^{r} \sigma_{i} u_{i} v_{i}^{*}=U_{r} \Sigma_{r} V_{r}^{*}
$$

where $U_{r}=\left[u_{1}, \ldots, u_{r}\right], V_{r}=\left[v_{1}, \ldots, v_{r}\right]$, and $\Sigma_{r}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right)$;
5. $\|A\|_{F}^{2}=\sigma_{1}^{2}+\sigma_{2}^{2}+\ldots+\sigma_{r}^{2}$;
6. $\|A\|=\sigma_{1}$;
7. $\sigma_{i}\left(U_{0} A V_{0}\right)=\sigma_{i}(A), i=1, ., p$ for any appropriately dimensioned unitary matrices $U_{0}$ and $V_{0}$;
8. Let $k<r=\operatorname{rank}(A)$ and $A_{k}:=\sum_{i=1}^{k} \sigma_{i} u_{i} v_{i}^{*}$, then

$$
\min _{\operatorname{rank}(B) \leq k}\|A-B\|=\left\|A-A_{k}\right\|=\sigma_{k+1}
$$

Proof. We shall only give a proof for part 8. It is easy to see that $\operatorname{rank}\left(A_{k}\right) \leq k$ and $\left\|A-A_{k}\right\|=\sigma_{k+1}$. Hence, we only need to show that $\min _{\operatorname{rank}(B) \leq k}\|A-B\| \geq \sigma_{k+1}$. Let $B$ be any matrix such that $\operatorname{rank}(\mathrm{B}) \leq k$. Then

$$
\left.\begin{array}{rl}
\|A-B\| & =\left\|U \Sigma V^{*}-B\right\|=\left\|\Sigma \quad U^{*} B V\right\| \\
& \left.\geq \| \begin{array}{cc}
I_{k+1} & 0
\end{array}\right]\left(\Sigma=U^{*} B V\right)_{[ } \\
I_{k+1} \\
& 0
\end{array}\right]\|=\| \Sigma_{k+1}-\hat{B} \| .
$$

where $\hat{B}=\left[\begin{array}{lll}I_{k+1} & 0\end{array}\right] U^{*} B V\left[\begin{array}{c}I_{k+1} \\ 0\end{array}\right] \in \mathbb{F}^{(k+1) \times(k+1)}$ and $\operatorname{rank}(\mathrm{B}) \leq k$. Let $x \in \mathbb{F}^{k+1}$ be such that $\hat{B} x=0$ and $\|x\|=1$. Then

$$
\left.\|A-B\| \geq\left\|\Sigma_{k+1}-\hat{B}\right\| \geq \| \Sigma_{k+1}-\hat{B}\right) x\|=\| \Sigma_{k+1} x \| \geq \sigma_{k+1}
$$

Since $B$ is arbitrary, the conclusion follows.

### 2.9 Generalized Inverses

Let $A \in \mathbb{C}^{m \times n}$. A matrix $\mathrm{X} \in \mathbb{C}^{n \times m}$ is said 10 be a right inverse of $A$ if $A X=I$. Obviously, $A$ has a right inverse iff $A$ has full rov rank, and, in that case, one of the right inverses is given by $X=A^{*}\left(A A^{*}\right)^{-1}$. Similarly, if $Y A=I$ then Y is called a left inverse of $A$. By duality, $A$ has a left inverse iff $A$ has full column rank, and, furthermore, one of the left inverses is $\mathrm{Y}=\left(A^{*} A\right)^{-1} A^{*}$. Note that r ght (or left) inverses are not necessarily unique. For example, any matrix in the form
 is a right inverse of $\left[\begin{array}{ll}I & 0\end{array}\right]$.

More generally, if a matrix $A$ has neither ful row rank nor full column rank, then all the ordinary matrix inverses do not exist; however, the so called pseudo-inverse, known also as the Moore-Penrose inverse, is useful. 'l'his pseudo-inverse is denoted by $A+$, which satisfies the following conditions:
(i) $A A^{+} A=A$;
(ii) $A^{+} A A^{+}=A+$;
(iii) $\left(A A^{+}\right)^{*}=A A^{\prime}$;
(iv) $\left(A^{+} A\right)^{*}=A^{+} A$.

It can be shown that pseudo-inverse is unique. 1) ne way of computing $A^{+}$is by writing

$$
A=B C
$$

so that $B$ has full column rank and C has full row rank. Then

$$
A+=C^{*}\left(C C^{*}\right)^{-1}\left(B^{*} B\right)^{-1} B^{*}
$$

Another way to compute $A^{+}$is by using SVD. Suppose $A$ has a singular value decomposition

$$
A=U \Sigma I^{*}
$$

with

$$
\Sigma=\left[\begin{array}{cc}
\Sigma_{r} & 4 \\
0 & 0
\end{array}\right], \Sigma_{r}>0
$$

Then $A^{+}=V \Sigma^{+} U^{*}$ with

$$
\Sigma^{+}=\left[\begin{array}{cc}
\Sigma_{r}^{-1} & 0 \\
0 & 0
\end{array}\right] .
$$

### 2.10 Semidefinite Matrices

A square hermitian matrix $A=A^{*}$ is said to be positive definite (semi-definite), denoted by $A>0(\geq 0)$, if $x^{*} A x>0(\geq 0)$ for all $x \neq 0$. Suppose $A \in \mathbb{F}^{n \times n}$ and $A=A^{*} \geq 0$, then there exists a $B \in \mathbb{F}^{n \times r}$ with $\mathrm{r} \geq \operatorname{rank}(\mathrm{A})$ such that $A=B B^{*}$.

Lemma 2.14 Let $B \in \mathbb{F}^{m \times n}$ and $\mathrm{C} \in \mathbb{F}^{k \times n}$. Suppose $\mathrm{m} \geq k$ and $B^{*} B=C^{*} C$. Then there exists a matrix $U \in \mathbb{F}^{m \times k}$ such that $U^{*} U=I$ and $B=U C$.

Proof. Let $V_{1}$ and $V_{2}$ be unitary matrices such that

$$
B_{1}=V_{1}\left[\begin{array}{c}
B_{1} \\
0
\end{array}\right], \quad C_{1}=V_{2}\left[\begin{array}{c}
C_{1} \\
0
\end{array}\right]
$$

where $B_{1}$ and $C_{1}$ are full row rank. Then $B_{1}$ and $C_{1}$ have the same number of rows and $V_{3}:=B_{1} C_{1}^{*}\left(C_{1} C_{1}^{*}\right)^{-1}$ satisfies $V_{3}^{*} V_{3}=I$ since $B^{*} B=C^{*} C$. Hence $V_{3}$ is a unitary matrix and $V_{3}^{*} B_{1}=C_{1}$. Finally let

$$
U=V_{1}\left[\begin{array}{cc}
V_{3} & 0 \\
0 & V_{4}
\end{array}\right] V_{2}^{*}
$$

for any suitably dimensioned $V_{4}$ such that $V_{4}^{*} V_{4}=I$.
We can define square root for a positive semi-definite matrix $A, A^{1 / 2}=\left(A^{1 / 2}\right)^{*} \geq \mathbf{0}$, by

$$
A=A^{1 / 2} A^{1 / 2}
$$

Clearly, $A^{1 / 2}$ can be computed by using spectral decomposition or SVD: let $A=U \Lambda U^{*}$, then

$$
A^{1 / 2}=U \Lambda^{1 / 2} U^{*}
$$

where

$$
\mathrm{A}=\operatorname{diag}\left\{\lambda_{1}, \ldots, \mathrm{~A},\right\}, \quad \mathrm{A}^{1 / 2}=\operatorname{diag}\left\{\sqrt{\lambda_{1}}, \ldots, \sqrt{\lambda_{n}}\right\}
$$

Lemma 2.15 Suppose $A=A^{*}>0$ and $B=B^{*} \geq 0$. Then $A>B$ iff $\rho\left(B A^{-1}\right)<1$.
Proof. Since $A>0$, we have $A>B$ iff

$$
0<I-A^{-1 / 2} B A^{-1 / 2}=I-A^{-1 / 2}\left(B A^{-1}\right) A^{1 / 2}
$$

However $A^{-1 / 2} B A^{-1 / 2}$ and $B A^{-1}$ are similar, hence $\lambda_{i}\left(B A^{-1}\right)=\lambda_{i}\left(A^{-1 / 2} B A^{-1 / 2}\right)$. Therefore, the conclusion follows by the fact that

$$
0<I-A^{-1 / 2} B A^{-1 / 2}
$$

iff $\rho\left(A^{-1 / 2} B A^{-1 / 2}\right)<1$ iff $\rho\left(B A^{-1}\right)<1$.
Lemma 2.16 Let $X=X^{*} \geq 0$ be partitioned as

$$
X=\left[\begin{array}{cc}
X_{1} & X_{12} \\
X_{12}^{*} & X_{22}
\end{array}\right.
$$

Then $\operatorname{Ker} X_{22} \subset \operatorname{Ker} X_{12}$. Consequently, if $X_{22}^{+}$is the pseudo-inverse of $X_{22}$, then $Y=X_{12} X_{22}^{+}$solves

$$
Y X_{22}=X_{12}
$$

and

$$
\left[\begin{array}{cc}
X_{11} & X_{12} \\
X_{12}^{*} & X_{22}
\end{array}\right]=\left[\begin{array}{cc}
I & X_{12} X_{22}^{+} \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
X_{11}-X_{12} X_{22}^{+} X_{12}^{*} & 0 \\
0 & X_{22}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
X_{22}^{+} X_{12}^{*} & I
\end{array}\right]
$$

Proof. Without loss of generality, assume

$$
X_{22}=\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right]\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
U_{1}^{*} \\
U_{2}^{*}
\end{array}\right]
$$

with $\Sigma_{1}=\Sigma_{1}^{*}>0$ and $U=\left[\begin{array}{cc}U_{1} & U_{2}\end{array}\right]$ unitary Then

$$
\text { Ker } X_{22}=\operatorname{span}\left\{\text { colımns of } U_{2}\right\}
$$

and

$$
X_{22}^{+}=\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right]\left[\begin{array}{cc}
\Sigma_{1}^{-1} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
U_{1}^{*} \\
U_{2}^{*}
\end{array}\right] .
$$

Moreover

$$
\left[\begin{array}{cc}
I & 0 \\
0 & U^{*}
\end{array}\right]\left[\begin{array}{cc}
X_{11} & X_{12} \\
X_{12}^{*} & X_{22}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
0 & U
\end{array}\right] \geq 0
$$

gives $X_{12} U_{2}=0$. Hence, Ker $X_{22}$ c Ker $X_{12}$ and now

$$
X_{12} X_{22}^{+} X_{22}=X_{12} U_{1} U_{1}^{*}=X_{12} U_{1} U_{1}^{*}+X_{12} U_{2} U_{2}^{*}=X_{12}
$$

The factorization follows easily.

### 2.11 Matrix Dilation Problems*

In this section, we consider the following induced 2-norm optimization problem:

$$
\min _{X}\left\|\left[\begin{array}{ll}
X & B  \tag{2.3}\\
C & A
\end{array}\right]\right\|
$$

where $\mathrm{X}, B, \mathrm{C}$, and $A$ are constant matrices of compatible dimensions.
The matri $\left[\mathrm{X}^{X} \boldsymbol{C}^{\boldsymbol{b}}\right]$ is a dilation of its sub-matrices as indicated in the following diagram:

$$
\begin{aligned}
& {\left[\begin{array}{ll}
X & B \\
C & A
\end{array}\right] \stackrel{d}{-} \backsim\left[\begin{array}{l}
B \\
A
\end{array}\right]}
\end{aligned}
$$

In this diagram, " $c$ " stands for the operation of compression and " $d$ " stands for dilation. Compression is always norm non-increasing and dilation is always norm non-decreasing. Sometimes dilation can be made to be norm preserving. Norm preserving dilations are the focus of this section.

The simplest matrix dilation problem occurs when solving

$$
\min _{\mathbf{x}}\left\|\left[\begin{array}{c}
X  \tag{2.4}\\
A
\end{array}\right]\right\| .
$$

Although (2.4) is a much simplified version of (2.3), we will see that it contains all the essential features of the general problem. Letting $\gamma_{0}$ denote the minimum norm in (2.4), it is immediate that

$$
\gamma_{0}=\|A\| .
$$

The following theorem characterizes all solutions to (2.4).
Theorem 2.17 $\forall \gamma \geq \gamma_{0}$,

$$
\|\left[\begin{array}{c}
\mathbf{X} \\
A
\end{array} \| \leq \gamma\right.
$$

iff there is a $Y$ with $\|Y\| \leq 1$ such that

$$
X=Y\left(\gamma^{2} I-A^{*} A\right)^{1 / 2}
$$

## Proof.

$$
\|\left[\begin{array}{l}
\mathbf{X} \\
\mathrm{A}
\end{array} \| \leq \gamma\right.
$$

iff

$$
\mathrm{X} * \mathrm{X}+A^{*} A \leq \gamma^{2} I
$$

iff

$$
X * X \leq\left(\gamma^{2} I-A^{*} A\right)
$$

Now suppose $\mathrm{X} * \mathrm{X} \leq\left(\gamma^{2} I-\mathrm{A} * \mathrm{~A}\right)$ and let

$$
Y:=X\left[\left(\gamma^{2} I-A^{*} A\right)^{1 / 2}\right]+
$$

then $\mathrm{X}=Y\left(\gamma^{2} I \quad A^{*} A\right)^{1 / 2}$ and $\mathrm{Y} * \mathrm{Y} \leq I$. Similarly if $\mathrm{X}=Y\left(\gamma^{2} I-A^{*} A\right)^{1 / 2}$ and $\mathrm{Y}^{*} \mathrm{Y} \leq I$ then $\mathrm{X}^{*} \mathrm{X} \leq\left(\gamma^{2} I-\mathrm{A} * \mathrm{~A}\right)$.

This theorem implies that, in general, (2.4) has more than one solution, which is in contrast to the minimization in the Frobenius norm in which $\mathrm{X}=0$ is the unique solution. The solution $\mathrm{X}=0$ is the central solution but others are possible unless A*A $=\gamma_{0}^{2} I$.

Remark 2.1 The theorem still holds if $\left(\gamma^{2} I \quad A^{*} A\right)^{1 / 2}$ is replaced by any matrix $R$ such that $\gamma^{2} I=A^{*} A=R^{*} R$.

A more restricted version of the above theorem is shown in the following corollary.

Corollary $2.18 \forall \gamma>\gamma_{0}$,

$$
\left\|\left[\begin{array}{l}
\mathrm{X} \\
A
\end{array}\right]\right\| \leq \gamma(<\gamma)
$$

iff

$$
\left\|X\left(\gamma^{2} I-A^{*} A\right)^{-1 / \Sigma}\right\| \leq 1(<1)
$$

The corresponding dual results are
Theorem 2.19 $\forall \gamma \geq \gamma_{0}$

$$
\left\|\left[\begin{array}{ll}
X & A
\end{array}\right]\right\| \leq \gamma
$$

iff there is a $Y,\|Y\| \leq 1$, such that

$$
X=\left(\gamma^{2} I-A A^{*}\right)^{1 / 2} Y
$$

Corollary 2.20 $\forall \gamma>\gamma_{0}$

$$
\left\|\left[\begin{array}{ll}
X & A
\end{array}\right]\right\| \leq \gamma(<\gamma)
$$

iff

$$
\left\|\left(\gamma^{2} I-A A^{*}\right)^{-1 / 2} X\right\| \leq 1(<1)
$$

Now, returning to the problem in (2.3), let

$$
\gamma_{0}:=\min _{X}\left\|\left[\begin{array}{ll}
X & B  \tag{2.5}\\
C & A
\end{array}\right]\right\| .
$$

The following so called Parrott's theorem will play an important role in many control related optimization problems. The proof is the straightforward application of Theorem 2.17 and its dual, Theorem 2.19.

Theorem 2.21 (Parrott's Theorem) The minimum in (2.5) is given by

$$
\gamma_{0}=\max \left\{\left\|\left[\begin{array}{ll}
C & A
\end{array}\right]\right\|,\left\|\left[\begin{array}{c}
B  \tag{2.6}\\
A
\end{array}\right]\right\|\right\}
$$

Proof. Denote by $\hat{\gamma}$ the right hand side of the equation (2.6). Clearly, $\gamma_{0} \geq \hat{\gamma}$ since compressions are norm non-increasing, and that $\gamma_{0} \leq \hat{\gamma}$ will be shown by using Theorem 2.17 and Theorem 2.19.

Suppose $\boldsymbol{A} \in \mathbb{C}^{n \times m}$ and $\mathrm{n} \geq \boldsymbol{m}$ (the case for $\mathrm{m}>\boldsymbol{n}$ can be shown in the same fashion). Then $\boldsymbol{A}$ has the following singular value decomposition:

$$
A=U\left[\begin{array}{c}
\Sigma_{m} \\
0_{n-m, m}
\end{array}\right] V^{*}, U \in \mathbb{C}^{n \times n}, V \in \mathbb{C}^{m \times m} .
$$

Hence

$$
\hat{\gamma}^{2} I-\boldsymbol{A} * \boldsymbol{A}=V\left(\hat{\gamma}^{2} I-\Sigma_{m}^{2}\right) V^{*}
$$

and

$$
\hat{\gamma}^{2} I-A A^{*}=U \left\lvert\, \begin{array}{cc}
\hat{\gamma}^{2} I-\Sigma_{m}^{2} & ( \\
0 & \hat{\gamma}^{2} I_{n}
\end{array}\right.
$$

Now let

$$
\left(\hat{\gamma}^{2} I-A * A\right)^{1 / 2}:=V\left(\hat{\gamma}^{2} I-\Sigma_{m}^{2}\right)^{1 / 2} V^{*}
$$

and

$$
\left(\hat{\gamma}^{2} I-A A^{*}\right)^{1 / 2}:=U\left\lceil\begin{array}{c}
\left(\hat{\gamma}^{2} I-\Sigma_{m}^{2}\right)^{1 / 2}
\end{array} \hat{\gamma} I_{n-m}\right.
$$

Then it is easy to verify that

$$
\left(\hat{\gamma}^{2} I-A^{*} A\right)^{1 / 2} A^{*}=A^{*}\left(\hat{\gamma}^{2} I-A A^{*}\right)^{1 / 2}
$$

Using this equality, we can show that

$$
\begin{gathered}
{\left[\begin{array}{cc}
-A^{*} & \left(\hat{\gamma}^{2} I-A^{*} A\right)^{1 / 2} \\
\left(\hat{\gamma}^{2} I-A A^{*}\right)^{1 / 2} & A
\end{array}\right]\left[\begin{array}{cc}
-A^{*} & \left(\hat{\gamma}^{2} I-A^{*} A\right)^{1 / 2} \\
\left(\hat{\gamma}^{2} I-A A^{*}\right)^{1 / 2} & A
\end{array}\right]} \\
=\left[\begin{array}{cc}
\hat{\gamma}^{2} I & 0 \\
0 & \hat{\gamma}^{2} I
\end{array}\right]
\end{gathered}
$$

Now we are ready to show that $\gamma_{0} \leq \hat{\gamma}$.
From Theorem 2.17 we have that $\boldsymbol{B}=Y\left(\hat{\gamma}^{2} I \quad A^{*} A\right)^{1 / 2}$ for some Y such that $\|Y\| \leq 1$. Similarly, Theorem 2.19 yields $C=\left(\hat{\gamma}^{2} I-A A^{*}\right)^{1 / 2} Z$ for some $Z$ with $\|Z\| \leq 1$. Now let $\mathrm{X}=-Y A^{*} Z$. Then

$$
\begin{aligned}
\left\|\left[\begin{array}{ll}
\hat{X} & B \\
C & A
\end{array}\right]\right\| & =\left\|\left[\begin{array}{cc}
-Y A^{*} Z & Y\left(\hat{\gamma}^{2} I-A^{*} A\right)^{1 / 2} \\
\left(\hat{\gamma}^{2} I-A A^{*}\right)^{1 / 2} Z & A
\end{array}\right]\right\| \\
& =\left\|\left[\begin{array}{cc}
Y & \\
I
\end{array}\right]\left[\begin{array}{cc}
-A^{*} & \left(\hat{\gamma}^{2} I-A^{*} A\right)^{1 / 2} \\
\left(\hat{\gamma}^{2} I-A A^{*}\right)^{1 / 2} & A
\end{array}\right]\left[\begin{array}{ll}
Z & \\
& I
\end{array}\right]\right\| \\
& \leq \|\left[\begin{array}{cc}
-A^{*} & \left(\hat{\gamma}^{2} I-A^{*} A\right)^{1 / 2} \\
\left(\hat{\gamma}^{2} I-A A^{*}\right)^{1 / 2} & A
\end{array}\right.
\end{aligned}
$$

Thus $\hat{\gamma} \geq \gamma_{0}$, so $\hat{\gamma}=\gamma_{0}$.
This theorem gives one solution to (2.3) and an expression for $\gamma_{0}$. As in (2.4), there may be more than one solution to (2.3), although the proof of theorem 2.21 exhibits only one. Theorem 2.22 considers the problen of parameterizing all solutions. The solution $\hat{X}=-Y A^{*} Z$ is the "central" solution analogous to $\mathrm{X}=0$ in (2.4).

Theorem 2.22 Suppose $\gamma \geq \gamma_{0}$. The solution: $X$ such that

$$
\|\left[\begin{array}{ll}
X & B  \tag{2.7}\\
C & A
\end{array}\right] \leq \gamma
$$

are exactly those of the form

$$
\begin{equation*}
\mathrm{X}=-Y A^{*} Z+\gamma\left(I-Y Y^{*}\right)^{1 / 2} W\left(I-Z^{*} Z\right)^{1 / 2} \tag{2.8}
\end{equation*}
$$

where $W$ is an arbitrary contraction $(\|W\| \leq 1)$, and Y with $\|Y\| \leq 1$ and $Z$ with $\|Z\| \leq 1$ solve the linear equations

$$
\begin{align*}
& B=Y\left(\gamma^{2} I-A^{*} A\right)^{1 / 2}  \tag{2.9}\\
& c=\left(\gamma^{2} I-A A^{*}\right)^{1 / 2} Z \tag{2.10}
\end{align*}
$$

Proof. Since $\gamma \geq \gamma_{0}$, again from Theorem 2.19 there exists a $Z$ with $\|Z\| \leq 1$ such that

$$
C=\left(\gamma^{2} I-A A^{*}\right)^{1 / 2} Z
$$

Note that using the above expression for C we have

$$
\begin{aligned}
& \gamma^{2} I-\left[\begin{array}{ll}
C & A
\end{array}{ }^{*}\left[\begin{array}{ll}
C & A
\end{array}\right]\right. \\
& =\left[\begin{array}{cc}
\gamma\left(I-Z^{*} Z\right)^{1 / 2} & 0 \\
-A^{*} Z & \left(\gamma^{2} I-A^{*} A\right)^{1 / 2}
\end{array}\right]^{*}\left[\begin{array}{cc}
\gamma(I & \left.Z^{*} Z\right)^{1 / 2} \\
-A^{*} Z & \left(\gamma^{2} I-A^{*} A\right)^{1 / 2}
\end{array} . .\right.
\end{aligned}
$$

Now apply Theorem 2.17 (Remark 2.1) to inequality (2.7) with respect to the partitioned matrix $\left[\begin{array}{cc}X & B \\ \hdashline C & A\end{array}\right]$ to get

$$
\left[\begin{array}{ll}
X & B
\end{array}\right]=\hat{W}\left[\right.
$$

for some contraction $\hat{W},{ }_{\mathrm{II}} \hat{\mathrm{II}} \leq 1$. Partition $\hat{W}$ as $\hat{W}=\left[\begin{array}{ll}W_{1} & \mathrm{Y}\end{array}\right]$ to obtain the expression for X and $B$ :

$$
\begin{aligned}
X & =-Y A^{*} Z+\gamma W_{1}\left(I-Z^{*} Z\right)^{1 / 2} \\
B & =Y\left(\gamma^{2} I-A^{*} A\right)^{1 / 2}
\end{aligned}
$$

Then $\|Y\| \leq 1$ and the theorem follows by noting that $\left\|\left[\begin{array}{ll}W_{1} & Y\end{array}\right]\right\| \leq 1$ iff there is a $W,\|W\| \leq 1$, such that $W_{1}=\left(\mathrm{I}-Y Y^{*}\right)^{1 / 2} W$.

The following corollary gives an alternative version of Theorem 2.22 when $\gamma>\gamma_{0}$.

Corollary 2.23 For $\gamma>\gamma_{0}$.

$$
\left\|\left[\begin{array}{ll}
X & B  \tag{2.11}\\
C & A
\end{array}\right]\right\| \leq \gamma^{\prime}(<\gamma)
$$

iff

$$
\begin{equation*}
\left\|\left(I-Y Y^{*}\right)^{-1 / 2}\left(X+Y A^{*} Z\right)\left(I-Z^{*} Z\right)^{-1 / 2}\right\| \leq \gamma(<\gamma) \tag{2.12}
\end{equation*}
$$

where

$$
\begin{align*}
& Y=B\left(\gamma^{2} I-A^{*} A\right)^{-1 / 2}  \tag{2.13}\\
& Z=\left(\gamma^{2} I-A A^{*}\right)^{-1 / 2} C \tag{2.14}
\end{align*}
$$

Note that in the case of $\gamma>\gamma_{0}, I-Y Y^{*}$ and $I-Z^{*} Z$ are invertible since Corollary 2.18 and 2.20 clearly show that $\|Y\|<1$ and $\|Z\|<1$. There are many alternative characterizations of solutions to (2.11), although the formulas given above seem to be the simplest.

As a straightforward application of the dilation results obtained above, consider the following matrix approximation problem:

$$
\begin{equation*}
\gamma_{0}=\min _{Q}\|R+U Q V\| \tag{2.15}
\end{equation*}
$$

where $R, U$, and $V$ are constant matrices such that $U^{*} U=I$ and $V V^{*}=I$.
Corollary 2.24 The minimum achievable norm is given by

$$
\gamma_{0}=\max \left\{\left\|U_{\perp}^{*} R\right\|,\left\|R V_{\perp}^{*}\right\|\right\}
$$

and the parameterization for all optimal solutions $Q$ can be obtained from Theorem 2.22 with $X=Q+U^{*} R V^{*}, A=U_{\perp}^{*} R V_{\perp}^{*}, B=U^{*} R V_{\perp}^{*}$, and $C=U_{\perp}^{*} R V^{*}$.

Proof. Let $U_{\perp}$ and $V_{\perp}$ be such that $\left[\begin{array}{ll}U & U_{\perp}\end{array}\right]$ and $\left[\begin{array}{c}V \\ V_{\perp}\end{array}\right]$ are unitary matrices. Then

$$
\begin{aligned}
\gamma_{0} & =\min _{Q}\|R+U Q V\| \\
& =\min _{Q}\left\|\left[\begin{array}{cc}
U & U_{\perp}
\end{array}\right]^{*}(R+U Q V)\left[\begin{array}{c}
V \\
V_{\perp}
\end{array}\right]^{*}\right\| \\
& =\min _{Q}\left\|\left[\begin{array}{cc}
U^{*} R V^{*}+Q & U^{*} R V_{\perp}^{*} \\
U_{\perp}^{*} R V^{*} & U_{\perp}^{*} R V_{\perp}^{*}
\end{array}\right]\right\|
\end{aligned}
$$

The result follows after applying Theorem 2.21 and 2.22 .
A similar problem arises in $\mathcal{H}_{\infty}$ control theory.

### 2.12 Notes and References

A very extensive treatment of most topics in this chapter can be found in Brogan [1991], Horn and Johnson [1990,1991] and Lancaster and Tismenetsky [1985]. Golub and Van Loan's book [1983] contains many numerical algorithms for solving most of the problems in this chapter. The matrix dilation theory can be found in Davis, Kahan, and Weinberger [1982].

## Linear Dynamical Systems

This chapter reviews some basic system theoretical concepts. The notions of controllability, observability, stabilizability, and detectability are defined and various algebraic and geometric characterizations of these notions are summarized. Kalman canonical decomposition, pole placement, and observer theory are then introduced. The solutions of Lyapunov equations and their connections with system stability, controllability, and so on, are discussed. System interconnections and realizations, in particular the balanced realization, are studied in some detail. Finally, the concepts of system poles and zeros are introduced.

### 3.1 Descriptions of Linear Dynamical Systems

Let a finite dimensional linear time invariant (FDLTI) dynamical system be described by the following linear constant coefficient differential equations:

$$
\begin{align*}
\dot{x} & =A x+B u, x\left(t_{0}\right)=x_{0}  \tag{3.1}\\
y & =C x+D u \tag{3.2}
\end{align*}
$$

where $x(t) \in \mathbb{R}^{n}$ is called the system state, $x\left(t_{0}\right)$ is called the initial condition of the system, $\mathrm{u}(\mathrm{t}) \in \mathbb{R}^{m}$ is called the system input, and $\mathrm{y}(\mathrm{t}) \in \mathbb{R}^{p}$ is the system output. The $\boldsymbol{A}, \boldsymbol{B}, \mathrm{C}$, and $\boldsymbol{D}$ are appropriately dimensioned real constant matrices. A dynamical system with single input ( $\mathrm{m}=1$ ) and single output ( $\mathrm{p}=1$ ) is called a SISO (single input and single output) system, otherwise it is called MIMO (multiple input and multiple
output) system. The corresponding transfer matrix from $u$ to $y$ is defined as

$$
\mathrm{Y}(\mathrm{~s})=G(s) U(s)
$$

where $U(s)$ and $\mathrm{Y}(s)$ are the Laplace transform of $\mathrm{u}(\mathrm{t})$ and $\mathrm{y}(\mathrm{t})$ with zero initial condition $(x(0)=0)$. Hence, we have

$$
\mathrm{G}(\mathrm{~s})=C(s I-A)^{-1} B+\mathrm{D} .
$$

Note that the system equations (3.1) and (3.2) can be written in a more compact matrix form:

$$
\left[\begin{array}{l}
\dot{x} \\
y
\end{array}\right]=\left[\begin{array}{ll}
A & 1 \\
C & 1
\end{array}\right]\left[\begin{array}{l}
x \\
u
\end{array}\right]
$$

To expedite calculations involving transfer ma rices, the notation

$$
\left[\begin{array}{l|l}
A & B \\
\hline \boldsymbol{C} & \boldsymbol{D}
\end{array}\right]:=C(s I-A)^{-1} B+\boldsymbol{D}
$$

will be used. Other reasons for using this notation will be discussed in Chapter 10. Note that

$$
\left[\begin{array}{ll}
A & D \\
C & D
\end{array}\right]
$$

is a real block matrix, not a transfer function.
Now given the initial condition $x\left(t_{0}\right)$ and the input $u(t)$, the dynamical system response $\mathrm{z}(\mathrm{t})$ and $\mathrm{y}(\mathrm{t})$ for $t \geq t_{0}$ can be determined from the following formulas:

$$
\begin{align*}
& \mathrm{x}(\mathrm{t})=e^{A\left(t-t_{0}\right)} x\left(t_{0}\right)+\int_{t_{0}}^{t} e^{A(t-\tau)} B u(\tau) d \tau  \tag{3.3}\\
& \mathrm{y}(\mathrm{t})=C x(t)+D u(t) \tag{3.4}
\end{align*}
$$

In the case of $\mathrm{u}(\mathrm{t})=0, \forall t \geq t_{0}$, it is easy to see from the solution that for any $t_{1} \geq t_{0}$ and $t \geq t_{0}$, we have

$$
x(t)=e^{A\left(t-t_{1}\right.} x\left(t_{1}\right)
$$

Therefore, the matrix function $\Phi\left(t, t_{1}\right)=e^{A\left(t-t_{1}\right)}$ acts as a transformation from one state to another, and thus $\Phi\left(t, t_{1}\right)$ is usually called the state transition matrix. Since the state of a linear system at one time can be obtained from the state at another through the transition matrix, we can assume without loss of generality that $t_{0}=0$. This will be assumed in the sequel.

The impulse matrix of the dynamical system is defined as

$$
\boldsymbol{g}(\boldsymbol{t})=\mathcal{L}^{-1}\{\boldsymbol{G}(\boldsymbol{s})\}=C e^{A 1} B 1_{+}(t)+D \delta(t)
$$

where $\delta(t)$ is the unit impulse and $1+(\mathrm{t})$ is the unit step defined as

$$
1_{+}(t):=\left\{\begin{array}{l}
1, \geq 0 \\
0, t<0
\end{array}\right.
$$

The input/output relationship (i.e., with zero initial state: $x_{0}=0$ ) can be described by the convolution equation

$$
\mathrm{y}(\mathrm{t})=(\mathrm{g} * \mathrm{u})(\mathrm{t}):=\int_{-\infty}^{\infty} g(t-\tau) u(\tau) d \tau=\int_{=\infty}^{t} g(t-\tau) u(\tau) d \tau
$$

### 3.2 Controllability and Observability

We now turn to some very important concepts in linear system theory.

Definition 3.1 The dynamical system described by the equation (3.1) or the pair $(A, B)$ is said to be controllable if, for any initial state $x(0)=x_{0}, t_{1} \geqslant 0$ and final state $x_{1}$, there exists a (piecewise continuous) input $u(\cdot)$ such that the solution of (3.1) satisfies $x\left(t_{1}\right)=x_{1}$. Otherwise, the system or the pair $(A, B)$ is said to be uncontrollable.

The controllability (or observability introduced next) of a system can be verified through some algebraic or geometric criteria.

Theorem 3.1 The following are equivalent:
(i) $(A, B)$ is controllable.
(ii) The matrix

$$
W_{c}(t):=\int_{0}^{t} e^{A \tau} B B^{*} e^{A^{*} \tau} d \tau
$$

is positive definite for any $t>0$.
(iii) The controllability matrix

$$
C=\left[\begin{array}{lllll}
B & A B & A^{2} B & \ldots & A "-B
\end{array}\right]
$$

has full row rank or, in other words, $(A \mid \operatorname{Im} B):=\sum_{i=1}^{n} \operatorname{Im}\left(A^{i-1} B\right)=\mathbb{R}^{n}$.
(iv) The matrix $[A-X I, B]$ has full row rank for all $\lambda$ in $\mathbb{C}$.
(v) Let $\lambda$ and $x$ be any eigenvalue and any corresponding left eigenvector of $A$, i.e., $x^{*} A=x^{*} X$, then $x^{*} B \neq 0$.
(vi) The eigenvalues of $A+B F$ can be freely assigned (with the restriction that complex eigenvalues are in conjugate pairs) by a suitable choice of $F$.

## Proof.

(i) $\Leftrightarrow$ (ii): supp ose $W_{c}\left(t_{1}\right)>0$ for some $t_{1}>0$, and let the input be defined as

$$
u(\tau)=-B^{*} e^{A^{*}\left(t_{1}-\tau\right)} W \cdot\left(t_{1}\right)^{-1}\left(e^{A t_{1}} x_{0}-x_{1}\right)
$$

Then it is easy to verify using the formua in (3.3) that $x\left(t_{1}\right)=x_{1}$. Since $x_{1}$ is arbitrary, the pair ( $A, B$ ) is controllable.
To show that the controllability of $\left(A, B\right.$ implies that $W_{c}(t)>0$ for any $t>0$, assume that $(A, B)$ is controllable but $W_{( }\left(t_{1}\right)$ is singular for some $t_{1}>0$. Since $e^{A t} B B^{*} e^{A^{*} t} \geq 0$ for all $t$, there exists a rral vector $0 \neq \mathrm{IJ} \in \mathbb{R}^{n}$ such that

$$
v^{*} e^{A t} B=0, \quad \mathrm{t} \in\left[0, t_{1}\right]
$$

Now let $x\left(t_{1}\right)=x_{1}=0$, and then from the solution (3.3), we have

$$
0=e^{A t_{1}} x(0)+{ }_{\text {Io }}^{t_{1}}{ }^{A\left(t_{1}-\tau\right)} B u(\tau) d \tau
$$

Pre-multiply the above equation by $v^{*}$ to get

$$
0=v^{*} e^{A} x(0)
$$

If we chose the initial state $x(0)=e^{-A t_{1}} v$. then $\mathrm{v}=0$, and this is a contradiction. Hence, $W_{c}(t)$ can not be singular for any $t>0$.
(ii) $\Leftrightarrow$ (iii): suppose $W_{c}(t)>0$ for all $t>0$ (in fact, it can be shown that $W_{c}(t)>0$ for all $t>0$ iff, for some $t_{1}, W_{c}\left(t_{1}\right)>0$ ) but the controllability matrix $\mathcal{C}$ does not have full row rank. Then there exists a $v \in \mathbb{R}^{n}$ such that

$$
v^{*} A^{i} B=0
$$

for all $0 \leq i \leq n-1$. In fact, this equaiity holds for all $i \geq 0$ by the CayleyHamilton Theorem. Hence,

$$
v^{*} e^{A t} B=0
$$

for all $t$ or, equivalently, $v^{*} W_{c}(t)=0$ for all $t$; this is a contradiction, and hence, the controllability matrix C must be full row rank. Conversely, suppose C has full row rank but $W_{c}(t)$ is singular for some $t$, Then there exists a $0 \neq \mathrm{v} \in \mathbb{R}^{n}$ such that $v^{*} e^{A t} B=0$ for all $t \in\left[0, t_{1}\right]$. Therefore, set $t=0$, and we have

$$
v^{*} B=0 .
$$

Next, evaluate the i-th derivative of $v^{*} e^{A t} B=0$ at $t=0$ to get

$$
v^{*} A^{i} B=0 . \quad i>0 .
$$

Hence, we have

$$
v^{*}\left[\begin{array}{llll}
\boldsymbol{B} & \boldsymbol{A} & \boldsymbol{B} & A^{2} B
\end{array} \ldots A^{n-1} B\right]=0
$$

or, in other words, the controllability matrix $C$ does not have full row rank. This is again a contradiction.
(iii) $\Rightarrow$ (iv): suppose, on the contrary, that the matrix

$$
\left[\begin{array}{ll}
A-X I & B]
\end{array}\right.
$$

does not have full row rank for some $\lambda \in \mathbb{C}$. Then there exists a vector $x \in \mathbb{C}^{n}$ such that

$$
x^{*}\left[\begin{array}{lll}
A-X I & B
\end{array}\right]=0
$$

i.e., $x^{*} A=\lambda x^{*}$ and $x^{*} B=0$. However, this will result in

$$
x^{*}\left[\begin{array}{llll}
\boldsymbol{B} & \boldsymbol{B} & \left.\cdot A^{n-1} B\right]=\left[x^{*} B\right. & \left.\lambda x^{*} B \cdots \lambda^{n-1} x^{*} B\right]=0
\end{array}\right]
$$

i.e., the controllability matrix $C$ does not have full row rank, and this is a contradiction.
(iv) $\Rightarrow(\mathrm{w})$ : This is obvious from the proof of (iii) $\Rightarrow$ (iv).
$(v) \Rightarrow$ (iii): We will again prove this by contradiction. Assume that $(v)$ holds but rank $\mathrm{C}=k<n$. Then in section 3.3, we will show that there is a transformation $T$ such that

$$
T A T^{-1}=\left[\begin{array}{cc}
\bar{A}_{c} & \bar{A}_{12} \\
0 & \bar{A}_{\bar{c}}
\end{array}\right] \quad T B=\left[\begin{array}{c}
\bar{B}_{c} \\
0
\end{array}\right]
$$

with $\bar{A}_{\bar{c}} \in \mathbb{R}^{(n-k) \times(n-k)}$. Let $\lambda_{1}$ and $x_{\bar{c}}$ be any eigenvalue and any corresponding left eigenvector of $\bar{A}_{\bar{c}}$, i.e., $x_{\bar{c}}^{*} \bar{A}_{\bar{c}}=\lambda_{1} x_{\bar{c}}^{*}$. Then $x^{*}(T B)=0$ and

$$
X=\left[\begin{array}{c}
0 \\
x_{\bar{c}}
\end{array}\right]
$$

is an eigenvector of $T A T^{-1}$ corresponding to the eigenvalue Xi , which implies that $\left(T A T^{-1}, T B\right)$ is not controllable. This is a contradiction since similarity transformation does not change controllability. Hence, the proof is completed.
(wi) $\Rightarrow$ (i): This follows the same arguments as in the proof of $(v) \Rightarrow$ (iii): assume that $(v i)$ holds but $(\boldsymbol{A}, \boldsymbol{B})$ is uncontrollable. Then, there is a decomposition so that some subsystems are not affected by the control, but this contradicts the condition (vi).
(i) $\Rightarrow$ (vi): This will be clear in section 3.4. In that section, we will explicitly construct a matrix $\boldsymbol{F}$ so that the eigenvalues of $\boldsymbol{A}+B F$ are in the desired locations.

Definition 3.2 An unforced dynamical system $\dot{x}=A x$ is said to be stable if all the eigenvalues of $A$ are in the open left half plane, i.e., $\operatorname{Re} \lambda(A)<0$. A matrix $A$ with such a property is said to be stable or Hurwitz.

Definition 3.3 The dynamical system (3.1), or the pair (A, B), is said to be stabilizable if there exists a state feedback $u=F x$ such that the system is stable, i.e., $A+B F$ is stable.

Therefore, it is more appropriate to call this stabilizability the state feedback stabilizability to differentiate it from the output feedback stabilizability defined later.

The following theorem is a consequence of Theorem 3.1.
Theorem 3.2 The following are equivalent:
(i) $(A, B)$ is stabilizable.
(ii) The matrix [A - XI, B] has full row rank for all Re $\lambda \geq 0$.
(iii) For all $\lambda$ and $x$ such that $x^{*} A=x^{*} \lambda$ and Re $\lambda \geq 0, x^{*} B \neq 0$.
(iv) There exists a matrix $F$ such that $\mathrm{A}+B F$ is Hurwitz.

We now consider the dual notions of observability and detectability of the system described by equations (3.1) and (3.2).

Definition 3.4 The dynamical system described by the equations (3.1) and (3.2) or by the pair $(C, A)$ is said to be observable if, for any $t_{1}>0$, the initial state $x(0)=x_{0}$ can be determined from the time history of the input $u(t)$ and the output $y(t)$ in the interval of $\left[0, t_{1}\right]$. Otherwise, the system, or $(C, A)$, is said to be unobservable.

Theorem 3.3 The following are equivalent:
(i) $(C, A)$ is observable.
(ii) The matrix

$$
W_{o}(t):=\int_{\curvearrowleft}^{t} e^{A^{*} \tau} C^{*} C e^{A \tau} d \tau
$$

is positive definite for any $\mathrm{t}>0$.
(iii) The observability matrix

$$
\left.\mathcal{O} \xlongequal{[ } \begin{gathered}
c \\
C A \\
C A^{2} \\
\cdot \\
C A^{n-1}
\end{gathered} \right\rvert\,
$$

has full column rank or $\bigcap_{i=1}^{n} \operatorname{Ker}\left(C A^{i-1}\right)=0$.
(iv) The matrix $\left[\begin{array}{c}A-X T \\ C\end{array}\right]$ has full column rank for all $\lambda$ in $\mathbb{C}$.
(v) Let $\lambda$ and y be any eigenvalue and any corresponding right eigenvector of $A$, i.e., $A y=\lambda y$, then $C y \neq 0$.
(vi) The eigenvalues of $A+L C$ can be freely assigned (with the restriction that complex eigenvalues are in conjugate pairs) by a suitable choice of $L$.
(vii) $\left(A^{\prime \prime}, C^{*}\right)$ is controllable.

Proof. First, we will show the equivalence between conditions (i) and (iii). Once this is done, the rest will follow by the duality or condition (vii).
(i) $\Leftarrow$ (iii): Note that given the input $u(t)$ and the initial condition $x_{0}$, the output in the time interval $\left[0, t_{1}\right]$ is given by

$$
y(t)=C e^{A t} x(0)+\int_{0}^{\mathrm{t}} C e^{A(t-\tau)} B u(\tau) d \tau+D u(t)
$$

Since $y(t)$ and $u(t)$ are known, there is no loss of generality in assuming $u(t)=0, \forall t$. Hence,

$$
y(t)=C e^{A t} x(0), t \in\left[0, t_{1}\right]
$$

From this equation, we have

$$
\left[\begin{array}{c}
y(0) \\
\dot{y}(0) \\
\vdots \\
y^{(n-1)}(0)
\end{array}\right]=\left[\begin{array}{c}
C \\
C A \\
C A^{2} \\
\vdots \\
C A^{n-1}
\end{array}\right] x(0)
$$

where $y^{(i)}$ stands for the i-th derivative of y . Since the observability matrix $\mathcal{O}$ has full column rank, there is a unique solution $x(0)$ in the above equation. This completes the proof.
(i) $\Rightarrow$ (iii): This will be proven by contradiction. Assume that $(\mathrm{C}, A)$ is observable but that the observability matrix does not have full column rank, i.e., there is a vector $x_{0}$ such that $\mathcal{O} x_{0}=0$ or equivalently $C A^{2} x_{0}=0, \mathrm{Vi} \geq 0$ by the Cayley-Hamilton Theorem. Now suppose the initial state $x(0)=x_{0}$, then $y(t)=C e^{A t} x(0)=0$. This implies that the system is not observable since $x(0)$ cannot be determined from $y(t) \equiv 0$.

Definition 3.5 The system, or the pair $(C, A)$, is detectable if $A+L C$ is stable for some $L$.

Theorem 3.4 The following are equivalent:
(i) $(\mathrm{C}, \mathrm{A})$ is detectable.
(ii) The matrix $\left[\begin{array}{c}A-\lambda I \\ C\end{array}\right]$ has full column rank for all Re $\lambda \geq 0$.
(iii) For all $\lambda$ and $x$ such that $A x=X x$ and lie $\lambda \geq 0, C x \neq 0$.
(iv) There exists a matrix $L$ such that $A+L C$ is Hurwitz.
(v) $\left(\mathrm{A}^{*}, C^{*}\right)$ is stabilizable.

The conditions (iv) and (v) of Theorem 3.1 and Theorem 3.3 and the conditions (ii) and (iii) of Theorem 3.2 and Theorem 3.4 are often called Popov-Belevitch-Hautus (PBH) tests. In particular, the following definitions of modal controllability and observability are often useful.

Definition 3.6 Let $\lambda$ be an eigenvalue of $A$ or, equivalently, a mode of the system. Then the mode $\lambda$ is said to be controllable (observable) if $x^{*} B \neq 0(\mathrm{Cx} \neq 0)$ for all left (right) eigenvectors of A associated with $\lambda$, i.e.. $x^{*} A=\lambda x^{*}(\mathrm{Ax}=\lambda x)$ and $0 \neq \mathrm{x} \in \mathbb{C}^{n}$. Otherwise, the mode is said to be uncontrollable (unobservable).

It follows that a system is controllable (observa ble) if and only if every mode is controllable (observable). Similarly, a system is stabilizable (detectable) if and only if every unstable mode is controllable (observable).

For example, consider the following 4th order system:

$$
\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]=\left[\begin{array}{cccc|c}
\lambda_{1} & 1 & 0 & 0 & 0 \\
0 & \lambda_{1} & 1 & 0 & 1 \\
0 & 0 & \lambda_{1} & 0 & \alpha \\
0 & 0 & 0 & \lambda_{2} & 1 \\
\hline 1 & 0 & 0 & \beta & 0
\end{array}\right]
$$

with $\lambda_{1} \neq \lambda_{2}$. Then, the mode $\lambda_{1}$ is not controllable if $\alpha=0$, and $\lambda_{2}$ is not observable if $\beta=0$. Note that if $\lambda_{1}=\lambda_{2}$, the system is uncontrollable and unobservable for any a and $\beta$ since in that case, both

$$
x_{1}=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right] \quad \text { and } \quad x_{2}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]
$$

are the left eigenvectors of $A$ corresponding to $\lambda_{1}$. Hence any linear combination of $x_{1}$ and $x_{2}$ is still an eigenvector of A corresponding to $\lambda_{1}$. In particular, let $x=x_{1}-\alpha x_{2}$, then $x^{*} B=0$, and as a result, the system is not controllable. Similar arguments can be applied to check observability. However, if the $\beta$ matrix is changed into a $4 \times 2$ matrix
with the last two rows independent of each other, then the system is controllable even if $\lambda_{1}=\lambda_{2}$. For example, the reader may easily verify that the system with

$$
B=\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
\alpha & 1 \\
1 & 0
\end{array}\right]
$$

is controllable for any $\alpha$.
In general, for a system given in the Jordan canonical form, the controllability and observability can be concluded by inspection. The interested reader may easily derive some explicit conditions for the controllability and observability by using Jordan canonical form and the tests (iv) and (v) of Theorem 3.1 and Theorem 3.3.

### 3.3 Kalman Canonical Decomposition

There are usually many different coordinate systems to describe a dynamical system. For example, consider a simple pendulum, the motion of the pendulum can be uniquely determined either in terms of the angle of the string attached to the pendulum or in terms of the vertical displacement of the pendulum. However, in most cases, the angular displacement is a more natural description than the vertical displacement in spite of the fact that they both describe the same dynamical system. This is true for most physical dynamical systems. On the other hand, although some coordinates may not be natural descriptions of a physical dynamical system, they may make the system analysis and synthesis much easier.

In general, let $T \in \mathbb{R}^{n \times n}$ be a nonsingular matrix and define

$$
\bar{x}=T x .
$$

Then the original dynamical system equations (3.1) and (3.2) become

$$
\begin{aligned}
\dot{\bar{x}} & =T A T^{-1} \bar{x}+T B u \\
y & =C T^{-1} \bar{x}+D u
\end{aligned}
$$

These equations represent the same dynamical system for any nonsingular matrix $T$, and hence, we can regard these representations as equivalent. It is easy to see that the input/output transfer matrix is not changed under the coordinate transformation, i.e.,

$$
G(s)=C(s I-A)^{-1} B+D=C T^{-1}\left(s I-T A T^{-1}\right)^{-1} T B+D .
$$

In this section, we will consider the system structure decomposition using coordinate transformation if the system is not completely controllable and/or is not completely observable. To begin with, let us consider further the dynamical systems related by a similarity transformation:

$$
\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right] \longmapsto\left[\begin{array}{c|c}
\bar{A} & \bar{B} \\
\hline \bar{C} & \bar{D}
\end{array}\right]=\left[\begin{array}{c|c}
T A T^{-1} & T B \\
\hline C T^{-1} & D
\end{array}\right]
$$

The controllability and observability matrices are related by

$$
\overline{\mathcal{C}}=T \mathcal{C} \quad \overline{\mathcal{O}}=\mathcal{O} T^{-1}
$$

Moreover, the following theorem follows easily from the PBH tests or from the above relations.

Theorem 3.5 The controllability (or stabilizability) and observability (or detectability) are invariant under similarity transformations.

Using this fact, we can now show the following theorem.
Theorem 3.6 If the controllability matrix $\mathcal{C}$ has rank $k_{1}<n$, then there exists a similarity transformation

$$
\bar{x}=\left[\begin{array}{l}
\bar{x}_{c} \\
\bar{x}_{\bar{c}}
\end{array}\right]:=T x
$$

such that

$$
\begin{aligned}
{\left[\begin{array}{c}
\dot{x}_{c} \\
\bar{x}_{\bar{c}}
\end{array}\right] } & =\left[\begin{array}{cc}
\bar{A}_{c} & \bar{A}_{12} \\
0 & \bar{A}_{\bar{c}}
\end{array}\right]\left[\begin{array}{c}
\bar{x}_{c} \\
\bar{x}_{\bar{c}}
\end{array}\right]+\left[\begin{array}{c}
\bar{B}_{c} \\
0
\end{array}\right] u \\
y & =\left[\begin{array}{ll}
\bar{C}_{c} & \bar{C}_{\bar{c}}
\end{array}\right]\left[\begin{array}{l}
\bar{x}_{c} \\
\bar{x}_{\bar{c}}
\end{array}\right]+D u
\end{aligned}
$$

with $\bar{A}_{c} \in \mathbb{C}^{k_{1} \times k_{1}}$ and $\left(\bar{A}_{c}, \bar{B}_{c}\right)$ controllable. Moreover,

$$
G(s)=C(s I-A)^{-1} B+D=\bar{O}_{c}\left(s I-\bar{A}_{c}\right)^{-1} \bar{B}_{c}+D .
$$

Proof. Since $\operatorname{rank} \mathcal{C}=k_{1}<n$, the pair $(A, B)$ not controllable. Now let $q_{1}, q_{2}, \ldots, q_{k_{1}}$ be any linearly independent columns of $\mathcal{C}$. Let $q, i=k_{1}+1, \ldots, n$ be any $n-k_{1}$ linearly independent vectors such that the matrix

$$
Q:=\left[\begin{array}{llllll}
q_{1} & \cdots & q_{k_{1}} & q_{k_{1}+1} & \cdots & q_{n}
\end{array}\right]
$$

is nonsingular. Define

$$
T:=Q^{-1} .
$$

Then the transformation $\bar{x}=T x$ will give the desired decomposition. To see that, note that for each $i=1,2, \ldots, k_{1}, A q_{i}$ can be written as a linear combination of $q_{i}, i=1,2, \ldots, k_{1}$ since $A q_{i}$ is a linear combination of the columns of $\mathcal{C}$ by the CayleyHamilton Theorem. Therefore, we have

$$
\left.\begin{array}{rl}
A T^{-1} & =\left[\begin{array}{llllll}
A q_{1} & \cdots & A q_{k_{1}} & A q_{k_{1}+1} & \cdots & A q_{n}
\end{array}\right] \\
& =\left[\begin{array}{llll}
q_{1} & \cdots & q_{k_{1}} & q_{k_{1}+1}
\end{array} \cdots\right. \\
\cdots & q_{n}
\end{array}\right]\left[\begin{array}{cc}
\bar{A}_{c} & \bar{A}_{12} \\
0 & \bar{A}_{\bar{c}}
\end{array}\right],
$$

for some $k_{1} \times k_{1}$ matrix $\bar{A}_{c}$. Similarly, each column of the matrix $B$ is a linear combination of $q_{i}, i=1,2, \ldots, k_{1}$, hence

$$
B=Q\left[\begin{array}{c}
\bar{B}_{c} \\
0
\end{array}\right]=T^{-1}\left[\begin{array}{c}
\bar{B}_{c} \\
0
\end{array}\right]
$$

for some $\bar{B}_{c} \in \mathbb{C}^{k_{1} \times m}$.
To show that $\left(\bar{A}_{c}, \bar{B}_{c}\right)$ is controllable, note that rank $\mathrm{C}=k_{1}$ and

$$
\mathcal{C}=T^{-1}\left[\begin{array}{ccccccc}
\bar{B}_{c} & \bar{A}_{c} \bar{B}_{c} & \cdots & \bar{A}_{c}^{k_{1}-1} \bar{B}_{c} & \cdots & \bar{A}_{c}^{n-1} \bar{B}_{c} \\
0 & 0 & \cdots & 0 & \cdot & 0
\end{array}\right.
$$

Since, for each $j \geq k_{1}, \bar{A}_{c}^{j}$ is a linear combination of $\bar{A}_{c}^{i}, i=0,1, \ldots,\left(k_{1}-1\right)$ by CayleyHamilton theorem, we have

$$
\operatorname{rank}\left[\bar{B}_{c} A_{c} B_{c}{ }^{-} \ldots \bar{A}_{c}^{k_{1}-1} \bar{B}_{c}\right]=k_{1}
$$

i.e., $\left(\bar{A}_{c}, \bar{B}_{c}\right)$ is controllable.

A numerically reliable way to find a such transformation $T$ is to use QR factorization. For example, if the controllability matrix C has the QR factorization $Q R=\mathrm{C}$, then $T=Q^{-1}$.
Corollary 3.7 If the system is stabilizable and the controllability matrix $C$ has rank $k_{1}<n$, then there exists a similarity transformation $T$ such that

$$
\left[\begin{array}{c|c}
T A T^{-1} & T B \\
\hline C T^{-1} & D
\end{array}\right]=\left[\begin{array}{cc|c}
\bar{A}_{c} & \bar{A}_{12} & \bar{B}_{c} \\
0 & \bar{A}_{\bar{c}} & 0 \\
\hline \bar{C}_{c} & \bar{C}_{\bar{c}} & D
\end{array}\right]
$$

with $\bar{A}_{c} \in \mathbb{C}^{k_{1} \times k_{1}},\left(\bar{A}_{c}, \bar{B}_{c}\right)$ controllable and with $\bar{A}_{\bar{c}}$ stable.
Hence, the state space $\bar{x}$ is partitioned into two orthogonal subspaces

$$
\left\{\left[\begin{array}{c}
\bar{x}_{c} \\
0
\end{array}\right]\right\} \text { and }\left\{\left[\begin{array}{c}
0 \\
\bar{x}_{\bar{c}}
\end{array}\right]\right\}
$$

with the first subspace controllable from the input and second completely uncontrollable from the input (i.e., the state $\bar{x}_{\bar{c}}$ are not affected by the control $u$ ). Write these subspaces in terms of the original coordinates x , we have

$$
x=T^{-1} \bar{x}=\left[\begin{array}{llllll}
q_{1} & \ldots & q_{k_{1}} & q_{k_{1}+1} & \cdots & q_{n}
\end{array}\right]\left[\left.\begin{array}{l}
\bar{x}_{c} \\
\bar{x}_{c}
\end{array} \right\rvert\,\right.
$$

So the controllable subspace is the span of $q_{i}, i=1, \ldots, k_{1}$ or, equivalently, $\operatorname{Im} \mathrm{C}$. On the other hand, the uncontrollable subspace is given by the complement of the controllable subspace.

By duality, we have the following decomposition if the system is not completely observable.

Theorem 3.8 If the observability matrix $\mathcal{O}$ has rank $k_{2}<n$, then there exists a similarity transformation $T$ such that

$$
\left[\begin{array}{c|c}
T A T^{-1} & T B \\
\hline C T^{-1} & D
\end{array}\right]=\left[\begin{array}{cc|c}
\bar{A}_{o} & 0 & \bar{B}_{o} \\
\bar{A}_{21} & \bar{A}_{\bar{o}} & \bar{B}_{\bar{o}} \\
\hline \bar{C}_{o} & 0 & D
\end{array}\right]
$$

with $\bar{A}_{o} \in \mathbb{C}^{k_{2} \times k_{2}}$ and $\left(\bar{C}_{o}, \bar{A}_{o}\right)$ observable.
Corollary 3.9 If the system is detectable and the observability matrix $\mathcal{C}$ has rank $k_{2}<n$, then there exists a similarity transformation $T$ such that

$$
\left[\begin{array}{c|c}
T A T^{-1} & T B \\
\hline C T^{-1} & D
\end{array}\right]=\left[\begin{array}{cc|c}
\bar{A}_{o} & 0 & \bar{B}_{o} \\
\bar{A}_{21} & \bar{A}_{\bar{o}} & \bar{B}_{\bar{o}} \\
\hline \bar{C}_{o} & 0 & D
\end{array}\right]
$$

with $\bar{A}_{o} \in \mathbb{C}^{k_{2} \times k_{2}},\left(\bar{C}_{o}, \bar{A}_{o}\right)$ observable and with $\bar{A}_{\bar{o}}$ stable.
Similarly, we have

$$
G(s)=C(s I-A)^{-1} B+D=C_{o}\left(s I-\bar{A}_{o}\right)^{-1} \bar{B}_{o}+D .
$$

Carefully combining the above two theorems, we get the following Kalman Canonical Decomposition. The proof is left to the reader as an exercise.

Theorem 3.10 Let an LTI dynamical system be described by the equations (3.1) and (3.2). Then there exists a nonsingular coordinate transformation $\bar{x}=T x$ such that

$$
\begin{aligned}
{\left[\begin{array}{c}
\dot{\bar{x}}_{c o} \\
\dot{\bar{x}}_{c \bar{o}} \\
\overline{\bar{x}}_{\bar{c} o} \\
\dot{\bar{x}}_{\bar{c} \bar{o}}
\end{array}\right]=\left[\begin{array}{cccc}
\bar{A}_{c o} & 0 & \bar{A}_{13} & 0 \\
\bar{A}_{21} & \bar{A}_{c \bar{o}} & \bar{A}_{23} & \ddot{\mathcal{A}}_{24} \\
0 & 0 & \bar{A}_{\overline{c o}} & 0 \\
0 & 0 & \bar{A}_{43} & -\bar{A}_{\bar{c} \bar{o}}
\end{array}\right]\left[\begin{array}{c}
\bar{x}_{c o} \\
\bar{x}_{c \bar{o}} \\
\bar{x}_{\bar{o}} \\
\bar{x}_{\bar{c} \bar{o}}
\end{array}\right]+\left[\begin{array}{c}
\bar{B}_{c o} \\
\bar{B}_{c \bar{o}} \\
0 \\
0
\end{array}\right] u } \\
y=\left[\begin{array}{llll}
\bar{C}_{c o} & 0 & \bar{C}_{\bar{c} o} & 0
\end{array}\right]\left[\begin{array}{c}
\bar{x}_{c o} \\
\bar{x}_{c \bar{o}} \\
\bar{x}_{\overline{c o}} \\
\bar{x}_{\bar{c} \bar{o}}
\end{array}\right]+D u
\end{aligned}
$$

or equivalently

$$
\left[\begin{array}{c|c}
T A T^{-1} & T B \\
\hline C T^{-1} & D
\end{array}\right]=\left[\begin{array}{cccc|c}
\bar{A}_{c o} & 0 & \bar{A}_{13} & 0 & \bar{B}_{c o} \\
\bar{A}_{21} & A_{c \bar{o}} & \bar{A}_{23} & \bar{A}_{24} & \bar{B}_{c \bar{o}} \\
0 & 0 & \bar{A}_{\overline{c o}} & 0 & 0 \\
0 & 0 & \bar{A}_{43} & \bar{A}_{\bar{c} \bar{o}} & 0 \\
\hline \bar{C}_{c o} & 0 & \bar{C}_{\bar{c} o} & 0 & D
\end{array}\right]
$$

where the vector $\bar{x}_{c o}$ is controllable and observable, $\bar{x}_{c \bar{o}}$ is controllable but unobservable, $\bar{x}_{\bar{c} o}$ is observable but uncontrollable, and $\bar{x}_{\bar{c} \bar{o}}$ is uncontrollable and unobservable. Moreover, the transfer matrix from $u$ to $y$ is given by

$$
G(s)=\bar{C}_{c o}\left(s I-\bar{A}_{c o}\right)^{-1} \bar{B}_{c o}+D .
$$

One important issue is that although the transfer matrix of a dynamical system

$$
\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]
$$

is equal to its controllable and observable part

$$
\left[\begin{array}{c|c}
\bar{A}_{c o} & \bar{B}_{c o} \\
\hline \bar{C}_{c o} & D
\end{array}\right]
$$

their internal behaviors are very different. In other words, while their input/output behaviors are the same, their state space response with nonzero initial conditions are very different, This can be illustrated by the state space response for the simple system

$$
\begin{aligned}
{\left[\begin{array}{c}
\dot{\bar{x}}_{c o} \\
\dot{\bar{x}}_{c \bar{o}} \\
\dot{\bar{x}}_{\bar{c} o} \\
\dot{\bar{x}}_{\bar{c} \bar{o}}
\end{array}\right] } & =\left[\begin{array}{cccc}
\bar{A}_{c o} & 0 & 0 & 0 \\
0 & \bar{A}_{c \bar{o}} & 0 & 0 \\
0 & 0 & \bar{A}_{\bar{c} o} & 0 \\
0 & 0 & 0 & \bar{A}_{\bar{c} \bar{o}}
\end{array}\right]\left[\begin{array}{c}
\bar{x}_{c o} \\
\bar{x}_{c \bar{o}} \\
\bar{x}_{\bar{c} o} \\
\bar{x}_{\bar{c} \bar{o}}
\end{array}\right]+\left[\begin{array}{c}
\bar{B}_{c o} \\
\bar{B}_{c \bar{o}} \\
0 \\
0
\end{array}\right] u \\
y & =\left[\begin{array}{llll}
\bar{C}_{c o} & 0 & \bar{C}_{\bar{c} o} & 0
\end{array}\right]\left[\begin{array}{c}
\bar{x}_{c o} \\
\bar{x}_{c \bar{o}} \\
\bar{x}_{\overline{c o}} \\
\bar{x}_{\bar{c} \bar{o}}
\end{array}\right]
\end{aligned}
$$

with $\bar{x}_{c o}$ controllable and observable, $\bar{x}_{c \ddot{o}}$ controllable but unobservable, $\bar{x}_{\bar{c} o}$ observable but uncontrollable, and $\bar{x}_{\bar{c} \bar{o}}$ uncontrollable and unobservable.

The solution to this system is given by

$$
\begin{aligned}
{\left[\begin{array}{c}
\bar{x}_{c o}(t) \\
\bar{x}_{c \bar{o}}(t) \\
\bar{x}_{\bar{c} o}(t) \\
\bar{x}_{\bar{c} \bar{o}}(t)
\end{array}\right] } & =\left[\begin{array}{c}
e^{\bar{A}_{c o s} t} \bar{x}_{c o}(0)+\int_{0}^{t} e^{\bar{A}_{c o s}(t-\tau)} \bar{B}_{c o} u(\tau) d \tau \\
e^{\bar{A}_{c \bar{o}} t} \bar{x}_{c \bar{o}}(0)+\int_{0}^{t} e^{\bar{A}_{c \bar{o}}(t-\tau)} \bar{B}_{c \bar{o}} u(\tau) d \tau \\
e^{\bar{A}_{\overline{c o s}} t} \bar{x}_{\bar{c} o}(0) \\
e^{\bar{A}_{\bar{c} o} t} \bar{x}_{\bar{c} \bar{o}}(0)
\end{array}\right] \\
y(t) & =\bar{C}_{c o} \bar{x}_{c o}(t)+\bar{C}_{\bar{c} o} \bar{x}_{\bar{c} o} ;
\end{aligned}
$$

note that $\bar{x}_{\bar{c} o}(t)$ and $\bar{x}_{\bar{c} \bar{o}}(t)$ are not affected by the input $u$, while $\bar{x}_{c \bar{o}}(t)$ and $\bar{x}_{\bar{c} \bar{o}}(t)$ do not show up in the output $y$. Moreover, if the initial condition is zero, i.e., $\bar{x}(0)=0$, then the output

$$
y(t)=\int_{0}^{t} \bar{C}_{c o} e^{\bar{A}_{c o}(t-\tau)} \bar{B}_{c o} u(\tau) d \tau
$$

However, if the initial state is not zero, then the response $\bar{x}_{\bar{c} o}(t)$ will show up in the output. In particular, if $\bar{A}_{\bar{c} o}$ is not stable, then the output $\mathrm{y}(\mathrm{t})$ will grow without bound. The problems with uncontrollable and/or unobservable unstable modes are even more profound than what we have mentioned. Since the states are the internal signals of the dynamical system, any unbounded internal signal will eventually destroy the system. On the other hand, since it is impossible to make the initial states exactly zero, any uncontrollable and/or unobservable unstable mode will result in unacceptable system behavior. This issue will be exploited further in section 3.7. In the next section, we will consider how to place the system poles to achieve desired closed-loop behavior if the system is controllable.

### 3.4 Pole Placement and Canonical Forms

Consider a MIMO dynamical system described by

$$
\begin{aligned}
& \dot{x}=A x+B u \\
& y=C x+D u
\end{aligned}
$$

and let $u$ be a state feedback control law given by

$$
u=F x+y .
$$

This closed-loop system is as shown in Figure 3.1, and the closed-loop system equations are given by

$$
\begin{aligned}
\dot{x} & =(A+B F) x+B v \\
Y & =(C+D F) x+D v
\end{aligned}
$$



Figure 3.1: State Feedback
Then we have the following lemma in which the proof is simple and is left as an exercise to the reader.

Lemma 3.11 Let $F$ be a constant matrix with appropriate dimension; then $(A, B)$ is controllable (stabilizable) if and only if ( $A+B F$, Bls controllable (stabilizable).

However, the observability of the system may change under state feedback. For example, the following system

$$
\left[\begin{array}{l|l}
A & B \\
\hline C & D
\end{array}\right]=\left[\begin{array}{ll|l}
1 & 1 & 1 \\
1 & 0 & 0 \\
\hline 1 & 0 & 0
\end{array}\right]
$$

is controllable and observable. But with the state feedback

$$
u=F x=\left[\begin{array}{ll}
-1 & -1
\end{array}\right] x,
$$

the system becomes

$$
\left[\begin{array}{c|c}
A+B F & B \\
\hline C+D F & D
\end{array}\right]=\left[\begin{array}{cc|c}
0 & 0 & 1 \\
1 & 0 & 0 \\
\hline 1 & 0 & 0
\end{array}\right]
$$

and is not completely observable.
The dual operation of the dynamical system by

$$
\dot{x}=A x+B u \longmapsto \dot{x}=A x+B u+L y
$$

is called output injection which can be written as

$$
\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right] \leftrightarrow\left[\begin{array}{c|c}
A+L C & B+L D \\
\hline C & D
\end{array}\right] .
$$

By duality, the output injection does not change the system observability (detectability) but may change the system controllability (stabilizability).

Remark 3.1 We would like to call attention to the diagram and the signals flow convention used in this book. It may not be conventional to let signals flow from the right to the left, however, the reader will find that this representation is much more visually appealing than the traditional representation, and is consistent with the matrix manipulations. For example, the following diagram represents the multiplication of three matrices and will be very helpful in dealing with complicated systems:

$$
z=M_{1} M_{2} M_{3} w .
$$



The conventional signal block diagrams, i.e., signals flowing from left to right, will also be used in this book.

We now consider some special state space representations of the dynamical system described by equations (3.1) and (3.2). First, we will consider the systems with single inputs.

Assume that $a$ single input and multiple out put dynamical system is given by

$$
G(s)=\left|\begin{array}{cc}
A \mid & b \\
-z
\end{array}\right|, b \in \mathbb{R}^{n} C \in \mathbb{R}^{p \times n}, \mathrm{~d} \in \mathbb{R}^{p}
$$

and assume that $(A, b)$ is controllable. Let

$$
\operatorname{det}(\lambda I-\mathrm{A})=\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+\mathrm{a}_{1}
$$

and define

$$
A_{1}:=\left[\begin{array}{ccccc}
-a_{1} & -a_{2} & \cdots & -a_{n-1} & \mathbf{a}, \\
1 & 0 & \cdots & \mathbf{0} & 0 \\
0 & 1 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 1 & 0
\end{array}\right] \quad b_{1}:=\left|\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right|
$$

and

$$
\begin{aligned}
\mathrm{C} & =\left[\begin{array}{lll}
\mathrm{b} & \mathrm{Ab} & \cdots
\end{array} A^{n-1} b\right] \\
\mathcal{C}_{1} & =\left[\begin{array}{lll}
b_{1} & A_{1} b_{1} & A_{1}^{n-1} b_{1}
\end{array}\right] .
\end{aligned}
$$

Then it is easy to verify that both $\mathcal{C}$ and $\mathcal{C}_{1}$ are nonsingular. Moreover, the transformation

$$
T_{c}=\mathcal{C}_{1} \mathcal{C}^{-1}
$$

will give the equivalent system representation

$$
\left[\begin{array}{c|c}
T_{c} A T_{c}^{-1} & T_{c} b \\
\hline C T_{c}^{-1} & d
\end{array}\right]=\left[\begin{array}{c|c}
A_{1} & b_{1} \\
\hline C T_{c}^{-1} & d
\end{array}\right]
$$

where

$$
C T_{c}^{-1}=\left[\begin{array}{llllll}
\text { PI } & \beta_{2} & \ldots & \beta_{n-1} & \beta_{n}
\end{array}\right]
$$

for some $\beta_{i} \in \mathbb{R}^{p}$. This state space representation is usually called controllable canonical form or controller canonical form. It is also easy to show that the transfer matrix is given by

$$
\mathrm{G}(\mathrm{~s})=C(s I-A)^{-1} b+\mathrm{d}=\frac{\beta_{1} s^{n-1}+\beta_{2} s^{n-2}+\cdots+\beta_{n-1} s+\beta_{n}}{s^{n}+a_{1} s^{1-1}+\ldots+a_{n-1} s+\mathrm{a}}+d
$$

which also shows that, given a column vector of transfer matrix $G(s)$, a state space representation of the transfer matrix can be obtained as above. The quadruple ( $A, b, C, d$ ) is called a state space realization of the transfer matrix $\mathrm{G}(\mathrm{s})$.

Now consider a dynamical system equation given by

$$
\dot{x}=A_{1} x+b_{1} u
$$

and a state feedback control law

$$
\left.u=F x={ }_{\mathrm{\imath}} \quad f_{1} \quad f_{2} . \ldots . f_{n-1} \quad f_{n}\right] x
$$

Then the closed-loop system is given by

$$
\dot{x}=\left(A_{1}+b_{1} F\right) x
$$

and $\operatorname{det}\left(\lambda I-\left(A_{1}+b_{1} F\right)\right)=\lambda^{n}+\left(a_{1}-f_{1}\right) \lambda^{n-1}+\cdots+\left(a_{n}-f_{n}\right)$. It is clear that the zeros of $\operatorname{det}\left(\lambda I-\left(A_{1}+b_{1} F\right)\right.$ can be made arbitrary for an appropriate choice of $F$ provided that the complex zeros appear in conjugate pairs, thus showing that the eigenvalues of $A+b F$ can be freely assigned if $(A, b)$ is controllable.

Dually, consider a multiple input and single output system

$$
\mathbf{G}(\mathbf{s})=\left[\begin{array}{c|c}
A & B \\
\hline c & d
\end{array}\right], B \in \mathbb{R}^{n \times m}, c^{*} \in \mathbb{R}^{n}, d^{*} \in \mathbb{R}^{m}
$$

and assume that $(\mathrm{c}, A)$ is observable; then there is a transformation $T_{o}$ such that

$$
\left[\begin{array}{c|c}
T_{o} A T_{o}^{-1} & T_{o} B \\
\hline c T_{o}^{-1} & d
\end{array}\right]=\left\lvert\, \begin{array}{ccccc|c}
-a_{1} & 1 & 0 & \cdots & 0 & \eta_{1} \\
-a_{2} & 0 & 1 & \cdots & 0 & \eta_{2} \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
-a_{n-1} & 0 & 0 & \cdots & 1 & \eta_{n-1} \\
-a_{n} & 0 & 0 & \cdots & 0 & \eta_{n} \\
\hline 1 & 0 & 0 & \cdots & 0 & d
\end{array}\right., \eta_{i}^{*} \in \mathbb{R}^{m}
$$

and

$$
G(s)=c(s I \quad A)^{-1} B+d=\frac{\eta_{1} s^{n-1}+\eta_{2} s^{n-2}+\cdots+\eta_{n-1} s+\eta_{n}+}{s^{n}+a_{1} s^{n-1}+\ldots+a_{n-1} s+\mathrm{a}}{ }^{+} d
$$

This representation is called observable canonical form or observer canonical form.
Similarly, we can show that the eigenvalues of $A+L c$ can be freely assigned if (c, A) is observable.

The pole placement problem for a multiple input system (A, B) can be converted into a simple single input pole placement problem. To describe the procedure, we need some preliminary results.

Lemma 3.12 If an $m$ input system pair $(A, B\rangle s$ controllable and if $A$ is cyclic, then for almost all $v \in \mathbb{R}^{m}$, the single input pair $(A, B v)$ is controllable.

Proof. Without loss of generality, assume that $A$ is in the Jordan canonical form and that the matrix $B$ is partitioned accordingly:

$$
A=\left[\begin{array}{cccc}
J_{1} & & & \\
& J_{2} & & \\
& & . . & \\
& & . & J_{k}
\end{array}\right] \quad B=\left[\begin{array}{c}
B_{1} \\
B_{2} \\
\vdots \\
B_{k}
\end{array}\right]
$$

where $J_{i}$ is in the form of

$$
J_{i}=\left[\begin{array}{ccccc}
\lambda_{i} & 1 & & & \\
& \lambda_{i} & \cdots & & \\
& & \ddots & \ddots & \\
& & & \lambda_{i} & 1 \\
& & & & \lambda_{i}
\end{array}\right]
$$

and $\lambda_{i} \neq \lambda_{j}$ if $i \neq j$. By PBH test, the pair $(A, B)$ is controllable if and only if, for each $i=1, \ldots, k$, the last row of $B_{i}$ is not zero. Let $b_{i} \in \mathbb{R}^{m}$ be the last row of $B_{i}$, and then we only need to show that, for almost all $v \in \mathbb{R}^{\prime \prime \prime}, b_{i} v \neq 0$ for each $i=1, \ldots, k$ which is clear since for each $i$, the set $\mathrm{v} \in \mathbb{R}^{m}$ such that $b_{i} v=0$ has measure zero in $\mathbb{R}^{m}$ since $b_{i} \neq 0$.

The cyclicity assumption in this theorem is assential. Without this assumption, the theorem does not hold. For example, the pair

$$
A=\left[; \begin{array}{l}
0 \\
1
\end{array}\right], B=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

is controllable but there is no $\mathrm{v} \in \mathbb{R}^{2}$ such that $(A, B v)$ is controllable since $A$ is not cyclic.

Since a matrix $A$ with distinct eigenvalues is cyclic, by definition we have the following lemma.

Lemma 3.13 If $(A, B)$ as controllable, then for almost any $K \in \mathbb{R}^{m \times n}$, all the eigenvalues of $A+B K$ are distinct and, consequently, $A+B K$ is cyclic.
A proof can be found in Brasch and Pearson [1970], Davison [1968], and Heymann [1968].

Now it is evident that given a multiple input controllable pair $(A, B)$, there is a matrix $K \in \mathbb{R}^{m \times n}$ and a vector $\mathrm{v} \in \mathbb{R}^{m}$ such that $A+B K$ is cyclic and $(A+B K, B v)$ is controllable. Moreover, from the pole placement results for the single input system, there is a matrix $f \in \mathbb{R}^{1 \times n}$ so that the eigenvalues of $(A+B K)+(B v) f$ can be arbitrarily assigned. Hence, the eigenvalues of $A+B F$ caı be arbitrarily assigned by choosing a state feedback in the form of

$$
u=F x=(K+v f) x
$$

A dual procedure can be applied for the output injection $A+L C$.
The canonical form for single input or single output system can also be generalized to multiple input and multiple output systems at the expense of notation. The interested reader may consult Kailath [1980] or Chen [1984].

If a system is not completely controllable, then the Kalman controllable decomposition can be applied first and the above procedure can be used to assign the system poles corresponding to the controllable subspace.

### 3.5 Observers and Observer-Based Controllers

We have shown in the last section that if a system is controllable and, furthermore, if the system states are available for feedback, then the system closed loop poles can be assigned arbitrarily through a constant feedback. However, in most practical applications, the system states are not completely accessible and all the designer knows are the output y and input $u$. Hence, the estimation of the system states from the given output information $y$ and input $u$ is often necessary to realize some specific design objectives. In this section, we consider such an estimation problem and the application of this state estimation in feedback control.

Consider a plant modeled by equations (3.1) and (3.2). An observer is a dynamical system with input of ( $\mathrm{u}, \mathrm{y}$ ) and output of, say $\hat{x}$, which asymptotically estimates the state $x$. More precisely, a (linear) observer is a system such as

$$
\begin{aligned}
& \dot{q}=M q+N u+H y \\
& \hat{x}=Q q+R u+S y
\end{aligned}
$$

so that $\hat{x}(t)-\mathrm{z}(\mathrm{t}) \rightarrow 0$ as $t \rightarrow \infty$ for all initial states $x(0), q(0)$ and for every input $u(\cdot)$.
Theorem 3.14 An observer exists iff $(C, A)$ is detectable. Further, if ( $C, A$ ) is detectable, then a full order Luenberger observer is given by

$$
\begin{align*}
& \dot{q}=A q+B u+L(C q+D u-y)  \tag{3.5}\\
& \hat{x}=q \tag{3.6}
\end{align*}
$$

where $L$ is any matrix such that $A+L C$ is stable.

Proof. We first show that the detectability of $(C, A)$ is sufficient for the existence of an observer. To that end, we only need to show that the so-called Luenberger observer defined in the theorem is indeed an observer. Note that equation (3.5) for $q$ is a simulation of the equation for $x$, with an additional forcing term $L(C q+D u-y)$, which is a gain times the output error. Equivalent equations are

$$
\begin{aligned}
& \dot{q}=(A+L C) q+B u+L D u-L y \\
& \hat{x}=q .
\end{aligned}
$$

These equations have the form allowed in the definition of an observer. Define the error, $\mathrm{e}:=\hat{x}-x$, and then simple algebra gives

$$
\dot{e}=(A+L C) e
$$

therefore $\mathrm{e}(\mathrm{t}) \rightarrow 0$ as $t \rightarrow \infty$ for every $x(0), q(0)$, and $u($.$) .$
To show the converse, assume that $(C, A)$ is not detectable. Take the initial state $x(0)$ in the undetectable subspace and consider, a candidate observer:

$$
\begin{aligned}
\dot{q} & =M q+N u-t H y \\
\hat{x} & =Q q+R u+S y .
\end{aligned}
$$

Take $q(0)=0$ and $u(t) \equiv 0$. Then the equation, for x and the candidate observer are

$$
\begin{aligned}
\dot{x} & =A x \\
\dot{q} & =M q+H C x \\
\hat{x} & =Q q+S C x .
\end{aligned}
$$

Since an unobservable subspace is an $A$-invariint subspace containing $x(O)$, it follows that $\mathrm{x}(\mathrm{t})$ is in the unobservable subspace for all $t \geq 0$. Hence, $C x(t)=0$ for all $t \geq 0$, and, consequently, $\mathrm{q}(\mathrm{t}) \equiv 0$ and $\hat{x}(t) \equiv 0$. How-ever, for some $x(0)$ in the undetectable subspace, $x(t)$ does not converge to zero. Thus the candidate observer does not have the required property, and therefore, no observer exists.

The above Luenberger observer has dimensic in $n$, which is the dimension of the state x. It's possible to get an observer of lower dimension. The idea is this: since we can measure y $-D u=C x$, we already know $x$ modulo Ker $C$, so we only need to generate the part of $x$ in Ker C. If $C$ has full row rank and $p:=\operatorname{dim} y$, then the dimension of Ker C equals $n-p$, so we might suspect that we can get an observer of order $n \rightarrow p$. This is true. Such an observer is called a "mininal order observer". We will not pursue this issue further here. The interested reader may consult Chen [1984].

Recall that, for a dynamical system described by the equations (3.1) and (3.2), if $(A, B)$ is controllable and state x is available for feedback, then there is a state feedback $u=F x$ such that the closed-loop poles of the system can be arbitrarily assigned. Similarly, if (C, A) is observable, then the system observer poles can be arbitrarily placed so that the state estimator 2 can be marle to approach x arbitrarily fast. Now let us consider what will happen if the system states are not available for feedback so that the estimated state has to be used. Hence, the controller has the following dynamics:

$$
\begin{aligned}
\hat{x} & =(A+L C) \hat{x}+B u+L D u-L y \\
u & =F \hat{x} .
\end{aligned}
$$

Then the total system state equations are given by

$$
\left[\begin{array}{c}
\dot{x} \\
\hat{\hat{x}}
\end{array}\right]=\left[\begin{array}{cc}
A & B F \\
-L C & A+B F+L C
\end{array}\right]\left[\begin{array}{l}
x \\
\hat{x}
\end{array}\right]
$$

Let $\mathrm{e}:=\mathrm{x} \quad \hat{x}$, then the system equation becomes

$$
\left[\begin{array}{c}
\dot{e} \\
\dot{\hat{x}}
\end{array}\right]=\left[\begin{array}{cc}
A+L C & 0 \\
-L C & A+B F
\end{array}\right]\left[\left.\begin{array}{l}
\theta \\
\hat{x}
\end{array} \right\rvert\,,\right.
$$

and the closed-loop poles consist of two parts: the poles resulting from state feedback $\sigma(A+B F)$ and the poles resulting from the state estimation $\sigma(A+L C)$. Now if $(A, B)$ is controllable and (C, A) is observable, then there exist $F$ and $L$ such that the eigenvalues of $A+B F$ and $A+L C$ can be arbitrarily assigned. In particular, they can be made to be stable. Note that a slightly weaker result can also result even if $(A, B)$ and $(C, A)$ are only stabilizable and detectable.

The controller given above is called an observer-based controller and is denoted as

$$
\mathrm{u}=K(s) y
$$

and

$$
\mathbf{K}(\mathbf{s})=\left[\begin{array}{c|c}
A+B F+L C+L D F & -L \\
\hline F & 0
\end{array}\right]
$$

Now denote the open loop plant by

$$
G=\left[\begin{array}{l|l}
A & B \\
\hline C & D
\end{array}\right]
$$

then the closed-loop feedback system is as shown below:


In general, if a system is stabilizable through feeding back the output $y$, then it is said to be output feedback stabilizable. It is clear from the above construction that a system is output feedback stabilizable if $(A, B)$ is stabilizable and $(C, A)$ is detectable. The converse is also true and will be shown in Chapter 12.

### 3.6 Operations on Systems

In this section, we present some facts about system interconnection. Since these proofs are straightforward, we will leave the details to the reader.

Suppose that $G_{1}$ and $G_{2}$ are two subsystems with state space representations:

$$
G_{1}=\left[\begin{array}{c|c}
A_{1} & B_{1} \\
\hline C_{1} & D_{1}
\end{array}\right] \quad G_{2}=\left[\begin{array}{c|c}
A_{2} & B_{2} \\
\hline C_{2} & D_{2}
\end{array}\right] .
$$

Then the series or cascade connection of these two subsystems is a system with the output of the second subsystem as the input of the first subsystem as shown in the following diagram:


This operation in terms of the transfer matrices of the two subsystems is essentially the product of two transfer matrices. Hence, a representation for the cascaded system can be obtained as

$$
\begin{aligned}
G_{1} G_{2} & =\left[\begin{array}{c|c}
A_{1} & B_{1} \\
\hline C_{1} & D_{1}
\end{array}\right]\left[\begin{array}{c|c}
A_{2} & B_{2} \\
\hline C_{2} & D_{2}
\end{array}\right] \\
& =\left[\begin{array}{cc|c}
A_{1} & B_{1} C_{2} & B_{1} D_{2} \\
0 & A_{2} & B_{2} \\
\hline C_{1} & D_{1} C_{2} & D_{1} D_{2}
\end{array}\right]=\left[\begin{array}{cc|c}
A_{2} & 0 & B_{2} \\
B_{1} C_{2} & A_{1} & B_{1} D_{2} \\
\hline D_{1} C_{2} & C_{1} & D_{1} D_{2}
\end{array}\right] .
\end{aligned}
$$

Similarly, the parallel connection or the addition of $G_{1}$ and $G_{2}$ can be obtained as

$$
G_{1}+G_{2}=\left[\begin{array}{c|c}
A_{1} & B_{1} \\
\hline C_{1} & D_{1}
\end{array}\right]+\left[\begin{array}{c|c}
A_{2} & B_{2} \\
\hline C_{2} & D_{2}
\end{array}\right]=\left[\begin{array}{cc|c}
A_{1} & 0 & B_{1} \\
0 & A_{2} & B_{2} \\
\hline C_{1} & C_{2} & D_{1}+D_{2}
\end{array}\right]
$$

Next we consider a feedback connection of $G_{1}$ and $G_{2}$ as shown below:


Then the closed-loop transfer matrix from $r$ to $y$ is given by

$$
T=\left[\begin{array}{cc|c}
A_{1}-B_{1} D_{2} R_{12}^{-1} C_{1} & -B_{1} R_{21}^{-1} C_{2} & B_{1} R_{21}^{-1} \\
B_{2} R_{12}^{-1} C_{1} & A_{2}-B_{2} D_{1} R_{21}^{-1} C_{2} & B_{2} D_{1} R_{21}^{-1} \\
\hline R_{12}^{-1} C_{1} & -R_{12}^{-1} D_{1} C_{2} & D_{1} R_{21}^{-1}
\end{array}\right]
$$

where $R_{12}=I+D_{1} D_{2}$ and $R_{21}=I+D_{2} D_{1}$. Note that these state space representations may not be necessarily controllable and/or observable even if the original subsystems $G_{1}$ and $G_{2}$ are.

For future reference, we shall also introduce the following definitions.

Definition 3.7 The transpose of a transfer matrix $G(s)$ or the dual system is defined as

$$
G \longmapsto G^{T}(s)=B^{*}\left(s I-A^{*}\right)-\%^{*}+D^{*}
$$

or equivalently

$$
\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right] \longmapsto\left[\begin{array}{l|l}
A^{*} & C^{*} \\
\hline B^{*} & D^{*}
\end{array}\right]
$$

Definition 3.8 The conjugate system of $\mathrm{G}(\mathrm{s})$ is defined as

$$
G \longmapsto G "(s):=G^{T}(-s)=B^{*}\left(-s I-A^{*}\right)^{-1} C^{*}+D^{*}
$$

or equivalently

$$
\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right] \longmapsto\left[\begin{array}{c|c}
-A^{*} & -C^{*} \\
\hline B^{*} & D^{*}
\end{array}\right] .
$$

In particular, we have $G^{*}(j \omega):=[G(j \omega)]^{*}=G^{\sim}(j \omega)$.
Definition 3.9 A real rational matrix $\hat{G}(s)$ is called a right (left) inverse of a transfer matrix $\mathrm{G}(\mathrm{s})$ if $G(s) \hat{G}(s)=I(\hat{G}(s) G(s)=I)$. M oreover, if $\hat{G}(s)$ is both a right inverse and a left inverse of $G(s)$, then it is simply called the inverse of $G(s)$.

Lemma 3.15 Let $D^{\dagger}$ denote a right (left) inverse of $D$ if $D$ has full row (column) rank. Then

$$
G^{\dagger}=\left[\begin{array}{c|c}
A-B D^{\dagger} C & -B D^{\dagger} \\
\hline D^{\dagger} C & D^{\dagger}
\end{array}\right]
$$

is a right (left) inverse of G.

Proof. The right inverse case will be proven and the left inverse case follows by duality. Suppose $D D^{\dagger}=I$. Then

$$
\begin{aligned}
G G^{\dagger} & \left.=\begin{array}{ccc|c} 
& \left.\begin{array}{cc}
A & B D^{\dagger} C \\
& B D^{\dagger} \\
& \begin{array}{cc}
C & A-B D^{\dagger} C
\end{array} \\
\hline & -B D^{\dagger} \\
\hline & C \\
\hline
\end{array}\right] & D D^{\dagger} C
\end{array}\right] \\
& =\left[\begin{array}{ccc|c}
A & B D^{\dagger} C & B D^{\dagger} \\
0 & A-B D^{\dagger} C & -B D^{\dagger} \\
\hline C & C & I
\end{array}\right]
\end{aligned}
$$

Performing similarity transformation $T=\left[\begin{array}{ll}I & I \\ 0 & I\end{array}\right]$ on the dove system yields

$$
\begin{aligned}
G G^{\dagger} & =\left[\begin{array}{cc|c}
A & 0 & 0 \\
0 & A-B D^{\dagger} C & -B D^{\dagger} \\
\hline C & 0 & I
\end{array},\right. \\
& =I .
\end{aligned}
$$

### 3.7 State Space Realizations for Transfer Matrices

In some cases, the natural or convenient description for a dynamical system is in terms of transfer matrices. This occurs, for examp ' , in some highly complex systems for which the analytic differential equations are too hard or too complex to write down. Hence, certain engineering approximation or ilentification has to be carried out; for example, input and output frequency response. are obtained from experiments so that some transfer matrix approximating the system dynamics is available. Since the state space computation is most convenient to imples ient on the computer, some appropriate state space representation for the resulting trassfer matrix is necessary.

In general, assume that Gis is a real-ration Il transfer matrix which is proper. Then we call a state-space model $(A, B, C, D)$ such that

$$
\mathbf{G}(\mathbf{s})=\left[\begin{array}{c|c}
A & \frac{B}{D} \\
\hline C & \bar{D}
\end{array}\right],
$$

a realization of $\mathrm{G}(\mathrm{s})$.
We note that if the transfer matrix is eithe: single input or single output, then the formulas in Section 3.4 can be used to obtain a controllable or observable realization. The realization for a general MIMO transfer matrix is more complicated and is the focus of this section.

Definition 3.10 A state space realization $(A, B, C, D)$ of $\mathrm{G}(\mathrm{s})$ is said to be a minimal realization of $\mathrm{G}(\mathrm{s})$ if $A$ has the smallest possibl dimension.

Theorem 3.16 A state space realization $(A, B C, D)$ of $\mathrm{G}(\mathrm{s})$ is minimal if and only if $(A, B)$ is controllable and $(C, A)$ is observable.

Proof. We shall first show that if $(A, B, C, D)$ is a minimal realization of $\mathrm{G}(\mathrm{s})$, then $(A, B)$ must be controllable and (C, A) must br observable. Suppose, on the contrary, that $(A, B)$ is not controllable and/or $(C, A)$ is not observable. Then from Kalman decomposition, there is a smaller dimensioned ontrollable and observable state space realization that has the same transfer matrix; $t$ iris contradicts the minimality assumption. Hence $(A, B)$ must be controllable and $(C, A)$ must be observable.

Next we show that if an $n$-th order realization $(A, B, C, D)$ is controllable and observable, then it is minimal. But supposing it i - not minimal, let ( $A, B_{m}, C_{m}, D$ ) be a minimal realization of $\mathrm{G}(\mathrm{s})$ with order $k<n$. Since

$$
G(s)=C(s I-A) \cdot B+D=C \cdot\left(s I-A_{m}\right)^{-1} B_{m}+D
$$

we have

$$
C A^{i} B=C_{m} A_{m}^{i} B_{n} \forall i \geq 0
$$

This implies that

$$
\begin{equation*}
\mathcal{O C}=\mathcal{O}_{m} \mathrm{C}_{n}^{\prime} \tag{3.7}
\end{equation*}
$$

where $\mathcal{C}$ and $\mathcal{O}$ are the controllability and observability matrices of $(\mathrm{A}, \mathrm{B})$ and $(\mathrm{C}, \mathrm{A})$, respectively, and

$$
\left.\begin{array}{rl}
\mathcal{C}_{m} & :=\left[\begin{array}{ccc}
B_{m} & A_{m} B_{m} & \cdots
\end{array} A_{m}^{n-1} B_{m}\right.
\end{array}\right]
$$

By Sylvester's inequality,

$$
\operatorname{rank} \mathrm{C}+\operatorname{rank} \mathcal{O}-n \leq \operatorname{rank}(\mathrm{UC}) \leq \min \{\operatorname{rank} \mathcal{C}, \operatorname{rank} \mathcal{O}\},
$$

and, therefore, we have rank $(\mathcal{O C})=n$ since rank $\mathcal{C}=\operatorname{rank} \mathcal{O}=n$ by the controllability and observability assumptions. Similarly, since $\left(A,,,, B_{m}, C_{m}, D\right)$ is minimal, $\left(A_{m}, B_{m}\right)$ is controllable and ( $C_{m}, A$, ) is observable. Moreover,

$$
\operatorname{rank} \mathcal{O}_{m} \mathcal{C}_{m}=k<n
$$

which is a contradiction since rank $\mathcal{O C}=\operatorname{rank} \mathcal{O}_{m} \mathcal{C}_{m}$ by equality (3.7).
The following property of minimal realizations can also be verified, and this is left to the reader.

Theorem 3.17 Let $\left(A_{1}, B_{1}, C_{1}, D\right)$ and $\left(A_{2}, B_{2}, C_{2}, D\right)$ be two minimal realizations of a real rational transfer matrix $\mathrm{G}(\mathrm{s})$, and let $\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{O}_{1}$, and $\mathcal{O}_{2}$ be the corresponding controllability and observability matrices, respectively. Then there exists a unique nonsingular $T$ such that

$$
A_{2}=T A_{1} T^{-1}, B_{2}=T B_{1}, C_{2}=C_{1} T^{-1}
$$

Furthermore, $T$ can be specified as $T=\left(\mathcal{O}_{2}^{*} \mathcal{O}_{2}\right)^{-1} \mathcal{O}_{2}^{*} \mathcal{O}_{1}$ or $T^{-1}=\mathcal{C}_{1} \mathcal{C}_{2}^{*}\left(\mathcal{C}_{2} \mathcal{C}_{2}^{*}\right)^{-1}$.
We now describe several ways to obtain a state space realization for a given multiple input and multiple output transfer matrix $G(s)$. The simplest and most straightforward way to obtain a realization is by realizing each element of the matrix $G(s)$ and then combining all these individual realizations to form a realization for $\mathrm{G}(\mathrm{s})$. To illustrate, let us consider a $2 \times 2$ (block) transfer matrix such as

$$
G(s)=\left[\begin{array}{ll}
G_{1}(s) & G_{2}(s) \\
G_{3}(s) & G_{4}(s)
\end{array}\right]
$$

and assume that $G$,(s) has a state space realization of

$$
G_{i}(s)=\left[\begin{array}{c|c}
A_{i} & B_{i} \\
\hline C_{i} & D_{i}
\end{array}\right] i=\mathbf{1}, ., 4 .
$$

Note that $G_{i}(s)$ may itself be a multiple input and multiple output transfer matrix. In particular, if $G_{i}(s)$ is a column or row vector of transfer functions, then the formulas in Section 3.4 can be used to obtain a controllatble or observable realization for $G_{i}(s)$. Then a realization for $G(s)$ can be given by

$$
G(s)=\left[\begin{array}{cccc|cc}
A_{1} & 0 & 0 & 0 & B_{1} & 0 \\
0 & A_{2} & 0 & 0 & 0 & B_{2} \\
0 & 0 & A_{3} & 0 & B_{3} & 0 \\
0 & 0 & 0 & A_{4} & 0 & B_{4} \\
\hline C_{1} & C_{2} & 0 & 0 & D_{1} & D_{2} \\
0 & 0 & C_{3} & C_{4} & D_{3} & D_{4}
\end{array}\right]
$$

Alternatively, if the transfer matrix $G(s)$ can be factored into the product and/or the sum of several simply realized transfer matrices, then a realization for G can be obtained by using the cascade or addition formulas in the last section.

A problem inherited with these kinds of realization procedures is that a realization thus obtained will generally not be minimal. To obtain a minimal realization, a Kalman controllability and observability decomposition has to be performed to eliminate the uncontrollable and/or unobservable states. (An alternative numerically reliable method to eliminate uncontrollable and/or unobservable states is the balanced realization method which will be discussed later.)

We will now describe one factorization procedure that does result in a minimal realization by using partial fractional expansion (The resulting realization is sometimes called Gilbert's realization due to Gilbert).

Let $\mathrm{G}(\mathrm{s})$ be a $p \times m$ transfer matrix and write it in the following form:

$$
G(s)=\frac{N(s)}{d(r)}
$$

with $\mathrm{d}(\mathrm{s})$ a scalar polynomial. For simplicity, we shall assume that $d(s)$ has only real and distinct roots $\lambda_{i} \neq \lambda_{j}$ if $i \neq j$ and

$$
d(s)=\left(\mathrm{s}-\lambda_{1}\right)\left(s-\lambda_{2}\right) \cdot \cdot \cdot\left(\mathrm{s}-\lambda_{r}\right)
$$

Then $G(s)$ has the following partial fractional expansion:

$$
G(s)=D+\sum_{i=1}^{r} \frac{W_{i}}{s-\lambda_{i}}
$$

Suppose

$$
\operatorname{rank} W_{i}=k_{i}
$$

and let $B_{i} \in \mathbb{R}^{k_{i} \times m}$ and $C_{i} \in \mathbb{R}^{p \times k_{i}}$ be two constant matrices such that

$$
W_{i}=C_{i} B_{i}
$$

Then a realization for $G(s)$ is given by

$$
G(s)=\left[\begin{array}{ccc|c}
\lambda_{1} I_{k_{1}} & & & B_{1} \\
& \ddots & & \vdots \\
& & \lambda_{r} I_{k_{r}} & B_{r} \\
\hline C_{1} & \cdots & C_{r} & D
\end{array}\right]
$$

It follows immediately from PBH tests that this realization is controllable and observable. Hence, it is minimal.

An immediate consequence of this minimal realization is that a transfer matrix with an $r$-th order polynomial denominator does not necessarily have an r-th order state space realization unless $W_{i}$ for each $i$ is a rank one matrix.

This approach can, in fact, be generalized to more complicated cases where $\mathrm{d}(\mathrm{s})$ may have complex and/or repeated roots. Readers may convince themselves by trying some simple examples.

### 3.8 Lyapunov Equations

Testing stability, controllability, and observability of a system is very important in linear system analysis and synthesis. However, these tests often have to be done indirectly. In that respect, the Lyapunov theory is sometimes useful. Consider the following Lyapunov equation

$$
\begin{equation*}
A * X+X A+Q=O \tag{3.8}
\end{equation*}
$$

with given real matrices $A$ and Q . It has been shown in Chapter 2 that this equation has a unique solution iff $\lambda_{i}(A)+\bar{\lambda}_{j}(A) \neq 0, \forall i, j$. In this section, we will study the relationships between the stability of $A$ and the solution of X . The following results are standard.

Lemma 3.18 Assume that A is stable, then the following statements hold:
(i) $X=\int_{0}^{\infty} e^{A^{*} t} Q e^{A t} d t$.
(ii) $X>0$ if $Q>0$ and $X \geq 0$ if $Q \geq 0$
(iii) if $Q \geq 0$, then $(Q, A)$ is observable iff $X>0$.

An immediate consequence of part (iii) is that, given a stable matrix $A$, a pair ( $\mathrm{C}, A$ ) is observable if and only if the solution to the following Lyapunov equation is positive definite:

$$
A^{*} L_{o}+L_{o} A+C^{*} C=0
$$

The solution $L_{o}$ is called the observability Gramian. Similarly, a pair $(A, B)$ is controllable if and only if the solution to

$$
A L,+L_{c} A^{*}+B B^{*}=0
$$

is positive definite and $L_{c}$ is called the controllability Gramian.
In many applications, we are given the solution of the Lyapunov equation and need to conclude the stability of the matrix $A$.

Lemma 3.19 Suppose X is the solution of tht Lyapunov equation (3.8), then
(i) $\operatorname{Re} \lambda_{i}(A) \leq 0$ if $\mathrm{X}>0$ and $\mathrm{Q} \geq 0$.
(ii) $A$ is stable if $X>0$ and $Q>0$.
(iii) $A$ is stable if $X \geq 0, Q \geq 0$ and $(Q, A)$ is detectable.

Proof. Let $\lambda$ be an eigenvalue of $A$ and $v \neq 0$ be a corresponding eigenvector, then $A v=X v$. Pre-multiply equation (3.8) by $v^{*}$ and postmultiply (3.8) by $v$ to get

$$
2 \operatorname{Re} \lambda\left(v^{*} X v\right)+\imath^{*} Q v=0
$$

Now if $\mathrm{X}>0$ then $v^{*} X v>0$, and it is clear that $\operatorname{Re} \lambda \leq 0$ if $\mathrm{Q} \geq 0$ and $\operatorname{Re} \lambda<0$ if $\mathrm{Q}>0$. Hence (i) and (ii) hold. To see (iii), wr assume Re $\lambda \geq 0$. Then we must have $v^{*} Q v=0$, i.e., $\mathrm{Qv}=0$. This implies that $\lambda$ is an unstable and unobservable mode, which contradicts the assumption that $(Q, A)$ is detectable.

### 3.9 Balanced Realizations

Although there are infinitely many different state space realizations for a given transfer matrix, some particular realizations have proven to be very useful in control engineering and signal processing. Here we will only introduce one class of realizations for stable transfer matrices that are most useful in control applications. To motivate the class of realizations, we first consider some simple facts.

Lemma 3.20 Le $\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right]$ be a state space realization of a (not necessarily stable) transfer matrix $G(s)$. Suppose that there exists a symmetric matrix

$$
P=P^{*}=\left[\begin{array}{ll}
P & 0 \\
0 & 0
\end{array}\right]
$$

with $P_{1}$ nonsingular such that

$$
A P+P A^{*}+B B^{*}=0
$$

Now partition the realization $(A, B, C, D)$ compatibly with $P$ as

$$
\left[\begin{array}{cc|c}
A_{11} & A_{12} & 73_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right] .
$$

Then

$$
\left[\begin{array}{c|c}
A_{11} & B_{1} \\
\hline C_{1} & D
\end{array}\right]
$$

is also a realization of $G$. Moreover, $\left(A_{11}, B_{1}\right)$ is controllable if $A_{11}$ is stable.

Proof. Use the partitioned $P$ and $(A, B, C)$ to get

$$
0=A P+P A^{*}+B B^{*}=\left[\begin{array}{cc}
A_{11} P_{1}+P_{1} A_{11}^{*}+B_{1} B_{1}^{*} & P_{1} A_{21}^{*}+B_{1} B_{2}^{*} \\
A_{21} P_{1}+B_{2} B_{1}^{*} & B_{2} B_{2}^{*}
\end{array}\right]
$$

which gives $B_{2}=0$ and $A_{21}=0$ since $P_{1}$ is nonsingular. Hence, part of the realization is not controllable:

$$
\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right]=\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
0 & A_{22} & 0 \\
\hline C_{1} & C_{2} & D
\end{array}\right]=\left[\begin{array}{c|c}
A_{11} & B_{1} \\
\hline C_{1} & D
\end{array}\right] .
$$

Finally, it follows from Lemma 3.18 that $\left(A_{11}, B_{1}\right)$ is controllable if $A_{11}$ is stable.
We also have
Lemma 3.21 Let $\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ be a state space realization of a (not necessarily stable) transfer matrix $G(s)$. Suppose that there exists a symmetric matrix

$$
Q=Q^{*}=\left[\begin{array}{cc}
Q_{1} & 0 \\
0 & 0
\end{array}\right]
$$

with $Q_{1}$ nonsingular such that

$$
Q A+A^{*} Q+C^{*} C=0
$$

Now partition the realization $(A, B, C, D)$ compatibly with $Q$ as

$$
\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right]
$$

Then
$\left[\begin{array}{c|c}A_{11} & B_{1} \\ \hline C_{1} & D\end{array}\right]$
is also a realization of $G$. Moreover, $\left(C_{1}, A_{11}\right)$ is observable if $A_{11}$ is stable.
The above two lemmas suggest that to obtain a minimal realization from a stable non-minimal realization, one only needs to eliminate all states corresponding to the zero block diagonal term of the controllability Gramian $P$ and the observability Gramian $Q$. In the case where $P$ is not block diagonal, the following procedure can be used to eliminate non-controllable subsystems:

1. Let $G(s)=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right]$ be a stable realization.
2. Compute the controllability Gramian $P \geq 0$ from

$$
A P+P A^{*}+B B^{*}=0
$$

3. Diagonalize $P$ to get $P=\left[\begin{array}{ll}U_{1} & U_{2}\end{array}\right]\left[\begin{array}{cc}\Lambda_{1} & 0 \\ 0 & 0\end{array}\right]\left[\begin{array}{ll}U_{1} & U_{2}\end{array}\right]^{*}$ with $\Lambda_{1}>0$ and $\left[\begin{array}{ll}U_{1} & U_{2}\end{array}\right]$ unitary.
4. Then $G(s)=\left[\begin{array}{c|c}U_{1}^{*} A U_{1} & U_{1}^{*} B \\ \hline C U_{1} & D\end{array}\right]$ is a controllable realization.

A dual procedure can also be applied to eliminate non-observable subsystems.
Now assume that $\Lambda_{1}>0$ is diagonal and is partitioned as $\Lambda_{1}=\operatorname{diag}\left(\Lambda_{11}, \Lambda_{12}\right)$ such that $\lambda_{\max }\left(\Lambda_{12}\right) \ll \lambda_{\min }\left(\Lambda_{11}\right)$, then it is tempting to conclude that one can also discard those states corresponding to $\Lambda_{12}$ without cansing much error. However, this is not necessarily true as shown in the following example. Consider a stable transfer function

$$
G(s)=\frac{3 s-18}{s^{2}+3 s+18}
$$

Then $G(s)$ has a state space realization given by

$$
G(s)=\left[\begin{array}{cc|c}
-1 & -1 / \alpha & 1 \\
4 \alpha & --2 & 2 \alpha \\
\hline-1 & 2 / \alpha & 0
\end{array}\right]
$$

where $\alpha$ is any nonzero number. It is easy to check that the controllability Gramian of the realization is given by

$$
P=\left[\begin{array}{cc}
0.5 & \\
& x^{2}
\end{array}\right]
$$

Since the last diagonal term of $P$ can be marle arbitrarily small by making $\alpha$ small, the controllability of the corresponding state can be made arbitrarily weak. If the state corresponding to the last diagonal term of $P$ is removed, we get a transfer function

$$
\hat{G}=\left[\begin{array}{l|l}
-1 & 1 \\
\hline-1 & 0
\end{array}\right]=\frac{-1}{s+1}
$$

which is not close to the original transfer function in any sense. The problem may be easily detected if one checks the observability Gramian $Q$, which is

$$
Q=\left[\begin{array}{ll}
0.5 & \\
& 1 / \alpha^{2}
\end{array}\right]
$$

Since $1 / \alpha^{2}$ is very large if $\alpha$ is small, this shows that the state corresponding to the last diagonal term is strongly observable. This example shows that controllability (or observability) Gramian alone can not give an accurate indication of the dominance of the system states in the input/output behavior.

This motivates the introduction of a balanced realization which gives balanced Gramians for controllability and observability.

Suppose $\quad \mathrm{G}=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ is stable, i.e., $A$ is stable. Let $P$ and Q denote the controllability Gramian and observability Gramian, respectively. Then by Lemma 3.18, $P$ and Q satisfy the following Lyapunov equations

$$
\begin{align*}
& A P+P A *+B B^{*}=O  \tag{3.9}\\
& A^{*} Q+Q A+C^{*} C=0 \tag{3.10}
\end{align*}
$$

and $P \geq 0, \mathrm{Q} \geq 0$. Furthermore, the pair $(A, B)$ is controllable iff $P>0$, and $(\mathrm{C}, A)$ is observable iff $\mathrm{Q}>0$.

Suppose the state is transformed by a nonsingular $T$ to $\hat{x}=T X$ to yield the realization

$$
G=\left[\begin{array}{c|c}
\hat{A} & \hat{B} \\
\hline \hat{C} & \hat{D}
\end{array}\right]=\left[\begin{array}{c|c}
T A T^{-1} & T B \\
\hline C T^{-1} & D
\end{array}\right] .
$$

Then the Gramians are transformed to $\hat{P}=T P T^{*}$ and $\hat{Q}=\left(T^{-1}\right)^{*} Q T^{-1}$. Note that $\hat{P} \hat{Q}=T P Q T^{-1}$, and therefore the eigenvalues of the product of the Gramians are invariant under state transformation.

Consider the similarity transformation $T$ which gives the eigenvector decomposition

$$
P Q=T^{-1} A T, \quad \mathrm{~A}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) .
$$

Then the columns of $T^{-1}$ are eigenvectors of $P Q$ corresponding to the eigenvalues $\{\mathrm{Xi}\}$. Later, it will be shown that $P Q$ has a real diagonal Jordan form and that $\Lambda \geq 0$, which are consequences of $P \geq 0$ and $\mathrm{Q} \geq 0$.

Although the eigenvectors are not unique, in the case of a minimal realization they can always be chosen such that

$$
\begin{gathered}
\hat{P}=T P T^{*}=\Sigma \\
\hat{Q}=\left(T^{-1}\right)^{*} Q T^{-1}=\Sigma
\end{gathered}
$$

where $\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$ and $\Sigma^{2}=$ A. This new realization with controllability and observability Gramians $P=\hat{Q}=\Sigma$ will be referred to as a balanced realization (also called internally balanced realization). The decreasingly order numbers, $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{n} \geq 0$, are called the Hankel singular values of the system.

More generally, if a realization of a stable system is not minimal, then there is a transformation such that the controllability and observability Gramians for the transformed realization are diagonal and the controllable and observable subsystem is balanced. This is a consequence of the following matrix fact.

Theorem 3.22 Let $P$ and $Q$ be two positive semidefinite matrices. Then there exists a nonsingular matrix $T$ such that

$$
T P T^{*}=\left[\begin{array}{cccc}
\Sigma_{1} & & & \\
& \Sigma_{2} & & \\
& & 0 & \\
& & & 0
\end{array}\right], \quad\left(T^{-1}\right)^{*} Q T^{-1}=\left[\begin{array}{cccc}
\Sigma_{1} & & & \\
& 0 & & \\
& & \Sigma_{3} & \\
& & & 0
\end{array}\right]
$$

respectively, with $\Sigma_{1}, \Sigma_{2}, \Sigma_{3}$ diagonal and positive definite.
Proof. Since $P$ is a positive semidefinite matrix, there exists a transformation $T_{1}$ such that

$$
T_{1} P T_{1}^{*}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]
$$

Now let

$$
\left(T_{1}^{*}\right)^{-1} Q T_{1}^{-1}=\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{12}^{*} & Q_{22}
\end{array}\right]
$$

and there exists a unitary matrix $U_{1}$ such that

$$
U_{1} Q_{11} U_{1}^{*}=\left[\begin{array}{cc}
\Sigma_{1}^{2} & 1 \\
0 & 1
\end{array}\right], \quad \Sigma_{1}>0
$$

Let

$$
\left(T_{2}^{*}\right)^{-1}=\left[\begin{array}{cc}
U_{1} & 0 \\
0 & I
\end{array}\right]
$$

and then

$$
\left(T_{2}^{*}\right)^{-1}\left(T_{1}^{*}\right)^{-1} Q T_{1}^{-1}\left(T_{2}\right)^{-1}=\left[\begin{array}{ccc}
\Sigma_{1}^{2} & 0 & \hat{Q}_{121} \\
0 & 0 & \hat{Q}_{122} \\
\hat{Q}_{121}^{*} & \hat{Q}_{122}^{*} & Q_{22}
\end{array}\right]
$$

But $Q \geq 0$ implies $\hat{Q}_{122}=0$. So now let

$$
\left(T_{3}^{*}\right)^{-1}=\left[\begin{array}{ccc}
I & 0 & 0 \\
0 & I & 0 \\
-\hat{Q}_{121}^{*} \Sigma_{1}^{-2} & 0 & I
\end{array}\right]
$$

giving

$$
\left(T_{3}^{*}\right)^{-1}\left(T_{2}^{*}\right)^{-1}\left(T_{1}^{*}\right)^{-1} Q T_{1}^{-1}\left(T_{2}\right)^{-1}\left(T_{3}\right)^{-1}=\left[\begin{array}{ccc}
\Sigma_{1}^{2} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & Q_{22}-\hat{Q}_{121}^{*} \Sigma_{1}^{-2} \hat{Q}_{121}
\end{array}\right]
$$

Next find a unitary matrix $U_{2}$ such that

$$
U_{2}\left(Q_{22}-\hat{Q}_{121}^{*} \Sigma_{1}^{-2} \hat{Q}_{121}\right) U_{2}^{*}=\left[\begin{array}{cc}
\Sigma_{3} & 0 \\
0 & 0
\end{array}\right], \quad \Sigma_{3}>0
$$

Define

$$
\left(T_{4}^{*}\right)^{-1}=\left[\begin{array}{ccc}
\Sigma_{1}^{-1 / 2} & 0 & 0 \\
0 & I & 0 \\
0 & 0 & U_{2}
\end{array}\right]
$$

and let

$$
\mathrm{T}=T_{4} T_{3} T_{2} T_{1}
$$

Then

$$
T P T^{*}=\left[\begin{array}{cccc}
\Sigma_{1} & & & \\
& \Sigma_{2} & & \\
& & 0 & \\
& & & 0
\end{array}\right], \quad\left(T^{*}\right)^{-1} Q T^{-1}=\left[\begin{array}{cccc}
\Sigma_{1} & & & \\
& 0 & & \\
& & \Sigma_{3} & \\
& & & 0
\end{array}\right]
$$

with $\Sigma_{2}=I$.

Corollary 3.23 The product of two positive semi-definite matrices is similar to a positive semi-definite matrix.

Proof. Let $P$ and Q be any positive semi-definite matrices. Then it is easy to see that with the transformation given above

$$
T P Q T^{-1}=\left[\begin{array}{cc}
\Sigma_{1}^{2} & \underline{y} \\
0 & \underline{0}
\end{array} .\right.
$$

Corollary 3.24 for any stable system $G=\left[\begin{array}{c|c}A \mid B \\ \hline C D D\end{array}\right]$ here exists a nonsingular $T$ such that $\mathrm{G}=\left[\begin{array}{c|c}T A T^{-1} & T B \\ \hline C T^{-1} & D\end{array}\right]$ has controllability Gramian P and observability Gramian Q given by

$$
\left.P=\left[\begin{array}{llll} 
& \Sigma_{1} & & \\
& & \Sigma_{2} & \\
& & & 0
\end{array}\right], \quad \begin{array}{lllll} 
& \Sigma_{1} & & & \\
& & & & 0
\end{array}\right], \quad \mathrm{Q}=\left[\begin{array}{llll} 
& & 0 & \\
& & & \Sigma_{3} \\
& & & \\
0
\end{array}\right]
$$

respectively, with $\Sigma_{1}, \Sigma_{2}, \Sigma_{3}$ diagonal and positive definite.

In the special case where $\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right]$ is a minimal realization, a balanced realization can be obtained through the following simplified procedure:

1. Compute the controllability and observal sility Gramians $P>0, Q>0$
2. Find a matrix $R$ such that $P=R^{*} R$.
3. Diagonalize $R Q R^{*}$ to get $R Q R^{*}=U \Sigma^{2} L^{*}$.
4. Let $T^{-1}=R^{*} U \Sigma^{-1 / 2}$. Then $T P T^{*}=\left(T^{*}\right)^{-1} Q T^{-1}=\Sigma$ and $\left[\begin{array}{c|c}T A T^{-1} & T B \\ \hline C T^{-1} & D\end{array}\right]$ is balanced.

Assume that the Hankel singular values of the system is decreasingly ordered so that $\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$ and $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}$, and suppose $\sigma_{r} \gg \sigma_{r+1}$ for some t then the balanced realization implies that those states corresponding to the singular values of $\sigma_{r+1}, \ldots, \sigma_{n}$ are less controllable and observable than those states corresponding to $\sigma_{1}, \ldots, \sigma_{r}$. Therefore, truncating those less controllable and observable states will not lose much information about the system. These statements will be made more concrete in Chapter 7 where error bounds will be derived for the truncation error.

Two other closely related realizations are called input normal realization with $P=I$ and $\mathrm{Q}=\Sigma^{2}$, and output normal realization with $P=\Sigma^{2}$ and $\mathrm{Q}=I$. Both realizations can be obtained easily from the balanced realization by a suitable scaling on the states.

### 3.10 Hidden Modes and Pole-Zero Cancelation

Another important issue associated with the realization theory is the problem of uncontrollable and/or unobservable unstable modes in the dynamical system. This problem is illustrated in the following example: Consider a series connection of two subsystems as shown in the following diagram


The transfer function for this system,

$$
g(s)=\begin{array}{ccc}
\text { s-1 } & 1 & 1 \\
s+1 & -1 & s+1
\end{array},=
$$

is stable and has a first order minimal realization. On the other hand, let

$$
\begin{aligned}
x_{1} & =y \\
x_{2} & =u-\xi .
\end{aligned}
$$

Then a state space description for this dynamic. 4 system is given by

$$
\begin{aligned}
{\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right] } & =\left[\begin{array}{ll}
1 & -1 \\
0 & -1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{l}
1 \\
2
\end{array}\right] u \\
Y & =\left[\begin{array}{lll}
1 & 0 & 1
\end{array}\right]
\end{aligned}
$$

and is a second order system. Moreover, it is easy to show that the unstable mode 1 is uncontrollable but observable. Hence, the output can be unbounded if the initial state $x_{1}(0)$ is not zero. We should also note that the above problem does not go away by changing the interconnection order:

| Y | $\mathrm{S}-1$ | $\eta$ | 1 | $u$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $s+1$ |  | $\mathrm{~s}-1$ |  |

In the later case, the unstable mode 1 becomes controllable but unobservable. The unstable mode can still result in the internal signal $\eta$ unbounded if the initial state $\eta(0)$ is not zero. Of course, there are fundamental differences between these two types of interconnections as far as control design is concerned. For instance, if the state is available for feedback control, then the latter interconnection can be stabilized while the former cannot be.

This example shows that we must be very careful in canceling unstable modes in the procedure of forming a transfer function in control designs; otherwise the results obtained may be misleading and those unstable modes become hidden modes waiting to blow. One observation from this example is that the problem is really caused by the unstable zero of the subsystem $\frac{s-1}{s+1}$. Although the zeros of an SISO transfer function are easy to see, it is not quite so for an MIMO transfer matrix. In fact, the notion of "system zero" cannot be generalized naturally from the scalar transfer function zeros. For example, consider the following transfer matrix

$$
\left.\mathrm{G}(\mathrm{~s})=\begin{array}{cc} 
& \begin{array}{cc}
1 & 1 \\
& s+1 \\
s+2 \\
& \\
& 2
\end{array} \\
\mathrm{I} & 1 \\
s+2 & \mathrm{~S}-1-1
\end{array}\right]
$$

which is stable and each element of $\mathrm{G}(\mathrm{s})$ has no finite zeros. Let

$$
K=\left[\begin{array}{cc}
\frac{s+2}{s-\sqrt{2}} & -s+1 \\
s-\sqrt{2} \\
0 & 1
\end{array}\right]
$$

which is unstable. However,

$$
\boldsymbol{K} \boldsymbol{G}=\left[\begin{array}{cc}
-\frac{s+\sqrt{2}}{(s+1)(s+2)} & 0 \\
\frac{2}{s+2} & s+1
\end{array}\right]
$$

is stable. This implies that $\mathrm{G}(\mathrm{s})$ must have an unstable zero at $\sqrt{2}$ that cancels the unstable pole of $\boldsymbol{K}$. This leads us to the next topic: multivariable system poles and zeros.

### 3.11 Multivariable System Poles and Zeros

Let $\mathbb{R}[s]$ denote the polynomial ring with real coefficients. A matrix is called a polynomial matrix if every element of the matrix is in $\mathbb{R}[s]$. A square polynomial matrix is called a unimodular matrix if its determinant is a nonzero constant (not a polynomial of s ). It is a fact that a square polynomial matrix is unimodular if and only if it is invertible in $\mathbb{R}[s]$, i.e., its inverse is also a polynomial matrix.

Definition 3.11 Let $\mathrm{Q}(\mathrm{s}) \in \mathbb{R}[s]$ be $\mathrm{a}(\mathrm{p} x \mathrm{~m}$ polynomial matrix. Then the normal rank of $\mathrm{Q}(\mathrm{s})$, denoted normalrank $(Q(S))$, is the maximally possible rank of $\mathrm{Q}(\mathrm{s})$ for at least one $s \in \mathbb{C}$.

In short, sometimes we say that a polynomial matrix $\mathrm{Q}(\mathrm{s})$ has $\operatorname{rank}(Q(s))$ in $\mathbb{R}[s]$ when we refer to the normal rank of $\mathrm{Q}(\mathrm{s})$.

To show the difference between the normal rank of a polynomial matrix and the rank of the polynomial matrix evaluated at certain point, consider


Then $\mathrm{Q}(\mathrm{s})$ has normal rank 2 since rank $\mathrm{Q}(2)=2$. However, $\mathrm{Q}(0)$ has rank 1.
It is a fact in linear algebra that any polynomial matrix can be reduced to a socalled Smith form through some pre- and post- unimodular operations. [cf. Kailath, 1984, pp.391].

Lemma 3.25 (Smith form) Let $P(s) \in \mathbb{R}[s]$ be any polynomial matrix, then there exist unimodular matrices $U(s), V(s) \in \mathbb{R}[s]$ such that

$$
U(s) P(s) V(s)=\mathbf{S}(\mathbf{s}):=\left[\left.\begin{array}{ccccc}
\gamma_{1}(s) & 0 & \cdots & 0 & 0 \\
0 & \gamma_{2}(s) & \cdots & 0 & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
0 & 0 & \cdots & \gamma_{r}(s) & 0 \\
0 & 0 & \cdots & 0 & 0
\end{array} \right\rvert\,\right.
$$

and $\gamma_{i}(s)$ divides $\gamma_{i+1}(s)$.
$\mathrm{S}(\mathrm{s})$ is called the Smith form of $\mathrm{P}(\mathrm{s})$. It is also clear that $r$ is the normal rank of $\mathrm{P}(\mathrm{s})$. We shall illustrate the procedure of obtaining a Smith form by an example. Let

$$
P(s)=\left[\begin{array}{ccc}
s+1 & (\mathrm{~s}+1)(2 s t & 1) \\
s(s+1) \\
s+2 & (s+2)\left(s^{2}+\cdots+3\right) & s(s+2) \\
1 & 2 s+1 & s
\end{array}\right]
$$

The polynomial matrix $P(s)$ has normal rank 2 since

$$
\operatorname{det}(\mathrm{P}(\mathrm{~s})) \equiv 0, \operatorname{det}\left[\begin{array}{cc}
s+1 & (\mathrm{~s}+1)(2 s+1)^{s} \\
s+2 & (s+2)\left(s^{2}+5 s+3\right)_{\mathrm{I}}
\end{array}=(\mathrm{s}+1)^{2}(s+2) " \not \equiv 0\right.
$$

First interchange the first row and the third row and use row elementary operation to zero out the $s+1$ and $s+2$ elements of $\mathrm{P}(\mathrm{s})$. This process can be done by pre-multiplying a unimodular matrix $U$ to $\mathrm{P}(\mathrm{s})$ :

$$
U=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 1 & -(s+2) \\
1 & 0 & -(s+1)
\end{array}\right]
$$

Then

$$
P_{1}(s):=U(s) P(s)=\left[\left.\begin{array}{ccc}
1 & 2 \mathrm{~s}+1 & s \\
0 & (\mathrm{~s}+1)(s+2)^{2} & 0 \\
0 & 0 & 0
\end{array} \right\rvert\,\right.
$$

Next use column operation to zero out the $2 \mathrm{~s}+1$ and $s$ terms in $P_{1}$. This process can be done by post-multiplying a unimodular matrix V to $P_{1}(s)$ :
and

$$
\mathrm{V}(\mathrm{~s})=\left[\left.\begin{array}{ccc}
1 & -(2 s+1) & -s \\
0 & 0 & \theta
\end{array} \right\rvert\,\right.
$$

Then we have

$$
\mathrm{S}(\mathrm{~s})=U(s) P(s) V(s)=\left[\left.\begin{array}{ccc}
1 & 0 & 0 \\
0(\mathrm{~s}+1)(s+2)^{2} & 0 \\
0 & 0 & 0
\end{array} \right\rvert\,\right.
$$

Similarly, let $\mathcal{R}_{p}(s)$ denote the set of rational proper transfer matrices.' Then any real rational transfer matrix can be reduced to a so-called McMillan form through some pre- and post- unimodular operations.
Lemma 3.26 (McMillan form) Let $G(s) \in \mathcal{R}_{p}(s)$ be any proper real rational transfer matrix, then there exist unimodular matrices $U(s), V(s) \in \mathbb{R}[s]$ such that

$$
U(s) G(s) V(s)=M(s):\left[\begin{array}{ccccc}
\frac{\alpha_{1}(s)}{\beta_{1}(s)} & 0 & \cdots & 0 & 0 \\
0 & \alpha_{2}(s) & \cdots & 0 & 0 \\
= & \vdots & \cdots & . & . \\
\vdots & \vdots \\
0 & 0 & \cdots & \frac{\alpha_{r}(s)}{\beta_{r}(s)} & 0 \\
0 & 0 & \cdots & 0 & 0
\end{array}\right]
$$

[^4]and $\alpha_{i}(s)$ divides $\alpha_{i+1}(s)$ and $\beta_{i+1}(s)$ divides $\beta_{i}(s)$.
Proof. If we write the transfer matrix $\mathrm{G}(\mathrm{s})$ as $\mathrm{G}(\mathrm{s})=N(s) / d(s)$ such that $\mathrm{d}(\mathrm{s})$ is a scalar polynomial and $N(s)$ is a $p \mathrm{x} \mathrm{m}$ polynomial matrix and if let the Smith form of $\mathrm{N}(\mathrm{s})$ be $\mathrm{S}(\mathrm{s})=U(s) N(s) V(s)$, the conclusion follows by letting $\mathrm{M}(\mathrm{s})=S(s) / d(s)$.

Definition 3.12 The number $\sum_{i} \operatorname{deg}\left(\beta_{i}(s)\right)$ is called the McMillan degree of $G(\mathrm{~s})$ where $\operatorname{deg}\left(\beta_{i}(s)\right)$ denotes the degree of the polynomial $\beta_{i}(s)$, i.e., the highest power of $s$ in $\beta_{i}(s)$.

The McMillan degree of a transfer matrix is closely related to the dimension of a minimal realization of $G(s)$. In fact, it can be shown that the dimension of a minimal realization of $\mathrm{G}(\mathrm{s})$ is exactly the McMillan degree of $\mathrm{G}(\mathrm{s})$.

Definition 3.13 The roots of all the polynomials $\beta_{i}(s)$ in the McMillan form for $G(s)$ are called the poles of G.

Let $(\mathbf{A}, B, C, \mathrm{D})$ be a minimal realization of $\mathrm{G}(\mathrm{s})$. Then it is fairly easy to show that a complex number is a pole of $G(s)$ if and only if it is an eigenvalue of $\boldsymbol{A}$.

Definition 3.14 The roots of all the polynomials $\alpha_{i}(s)$ in the McMillan form for $\mathrm{G}(\mathrm{s})$ are called the transmission zeros of $\mathrm{G}(\mathrm{s})$. A complex number $z_{0} \in \mathbb{C}$ is called a blocking zero of $\mathrm{G}(\mathrm{s})$ if $G\left(z_{0}\right)=0$.

It is clear that a blocking zero is a transmission zero. Moreover, for a scalar transfer function, the blocking zeros and the transmission zeros are the same.

We now illustrate the above concepts through an example. Consider a 3 x 3 transfer matrix:

$$
\mathbf{G}(\mathbf{s}) \quad\left[\begin{array}{ccc}
-\frac{1}{(s+1)(s+2)} & \frac{2 s+1}{(s+1)(s+2)} & \frac{s}{(s+1)(s+2)} \\
\frac{1}{(\mathbf{s}+1)^{2}} & \frac{s^{2}+5 s+\mathbf{3}}{(s+1)^{2}} & \frac{s}{(s+1)^{2}} \\
\frac{1}{(s+1)^{2}(s+2)} & \frac{2 s+1}{(s+1)^{2}(s+2)} & \frac{s}{(s+1)^{2}(s+2)}
\end{array}\right] .
$$

Then $G(s)$ can be written as

$$
G(s)=\frac{1}{(s+1)^{2}(s+2)}\left[\left.\begin{array}{ccc}
s+1 & (\mathrm{~s}+1)(2 s+1) & s(s+1) \\
s+2 & (\mathrm{~s}+2)\left(s^{2}+5 \mathrm{~s}+3\right) & s(s+2) \\
1 & 2 \mathrm{~s}+1 & s
\end{array} \right\rvert\,:=\begin{array}{c}
N(s) \\
\mathrm{d} \mathrm{o}
\end{array}\right.
$$

Since $N(s)$ is exactly the same as the $P(s)$ in the previous example, it is clear that the $\mathrm{G}(\mathrm{s})$ has the McMillan form

$$
\left.M(s)=U(s) G(s) V(s)=\left\lvert\, \begin{array}{ccc}
\frac{1}{(s+1)^{2}(s+2)} & 0 & 0 \\
0 & s+\mathbf{2} & 0 \\
0 & s+1 & \\
0 & 0 & 0
\end{array}\right.\right]
$$

and $\mathrm{G}(\mathrm{s})$ has McMillan degree of 4 . The poles of the transfer matrix are ( $-1,-1,-1,-2$ ) and the transmission zero is $\{-2\}$. Note that the transfer matrix has pole and zero at the same location ( -2 ); this is the unique feature of multivariable systems.

To get a minimal state space realization for $G(s)$, note that $G(s)$ has the following partial fractional expansion:

$$
\begin{aligned}
\mathbf{G}(\mathbf{s})= & {\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]+\frac{1}{s+1}\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]\left[\begin{array}{lll}
1 & -1 & -1
\end{array}\right]+\frac{1}{s+1}\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right]\left[\begin{array}{lll}
0 & 3 & 1
\end{array}\right] } \\
& +\frac{1}{s+1}\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]\left[\begin{array}{lll}
-1 & 3 & 2
\end{array}\right]+\frac{1}{(s+1)^{2}}\left[\begin{array}{l}
0 \\
1 \\
1
\end{array}\right]\left[\begin{array}{lll}
1 & -1 & -1
\end{array}\right] \\
& +\frac{1}{s+2}\left[\begin{array}{c}
-1 \\
0 \\
1
\end{array}\right]\left[\begin{array}{lll}
1 & -3 & -2
\end{array}\right]
\end{aligned}
$$

Since there are repeated poles at -1 , the Gilbert's realization procedure described in the last section cannot be used directly. Nevertheless, a careful inspection of the fractional expansion results in a 4-th order minimal state space realization:

$$
\mathbf{G}(\mathbf{s})=\left|\begin{array}{ccccc|ccc}
-\mathbf{1} & \mathbf{0} & \mathbf{1 0} & & \mathbf{0} & \mathbf{3} & \mathbf{1} \\
\mathbf{0} & \mathbf{- 1} & 1 & \mathbf{0} & \mathbf{- 1} & \mathbf{3} & \mathbf{2} \\
\mathbf{0} & \mathbf{0} & -1 & 0 & 1 & -1 & -1 \\
0 & 0 & 0 & \mathbf{- 2} & \mathbf{1} & \mathbf{- 3} & \mathbf{- 2} \\
\cline { 2 - 7 } & 0 & \mathbf{0} & \mathbf{1} & \mathbf{-} & \mathbf{1} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} \\
\mathbf{1} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0
\end{array}\right|
$$

We remind readers that there are many different, definitions of system zeros. The definitions introduced here are the most common ones and are useful in this book.

Lemma 3.27 Let $G(s)$ be a $p \times m$ proper transfer matrix with full column normal rank. Then $z_{0} \in \mathbb{C}$ is a transmission zero of $G(s)$ if and only if there exi sts a $\mathbf{0} \neq u_{0} \in \mathbb{C}^{m}$ such that $G\left(z_{0}\right) u_{0}=0$.

Proof. We shall outline a proof of this lemma. We shall first show that there is a. vector $u_{0} \in \mathbb{C}^{m}$ such that $G\left(z_{0}\right) u_{0}=0$ if $z_{0} \in \mathbb{C}$ is a transmission zero. Without loss of generality, assume

$$
\mathbf{G} \mathbf{s})=U_{1}(s)\left[\begin{array}{ccccc}
\begin{array}{c}
\mathbf{l}(\mathbf{s}) \\
\beta_{1}(s) \\
0
\end{array} & \mathbf{0} & \cdots & & \mathbf{0} \\
\vdots & \frac{\alpha_{2}(s)}{\beta_{2}(s i} & \cdot & \cdot & \cdot \\
\vdots & \vdots & \cdot & \cdot & \cdot \\
0 & 0 & \cdot & \cdots & \frac{\alpha_{m n}(s)}{\beta_{m}(s)} \\
\mathbf{0} & 0 & \cdots & 0
\end{array}\right] V_{1}(s)
$$

for some unimodular matrices $U_{1}(\mathrm{~s})$ and $V_{1}(s)$ and suppose $z_{0}$ is a zero of $\alpha_{1}$ (s), i.e., $\alpha_{1}\left(z_{0}\right)=0$. Let

$$
u_{0}=V_{1}^{-1}\left(z_{0} e_{1} \neq 0\right.
$$

where $e_{1}=[1,0,0, \ldots .]^{*} \in \mathbb{R}^{m}$. Then it is easy to verify that $G\left(z_{0}\right) u_{0}=0$. On the other hand, suppose there is a $u_{0} \in \mathbb{C}^{m}$ such that $G\left(z_{0}\right) u_{0}=0$. Then

$$
U_{1}\left(z_{0}\right)\left[\begin{array}{cccc}
\beta_{1}\left(z_{0}\right) & 0 & & 0 \\
0 & 0\left(z_{0}\right) & & 0 \\
& \frac{\alpha_{2}\left(z_{0}\right)}{\beta_{2}\left(z_{0}\right)} & & 0 \\
0 & 0 & \cdots & \vdots \\
0 & 0 & \cdots & 0
\end{array}\right] V_{1, n}^{\left.3_{m}\left(z_{0}\right)\right)}\left(z_{0}\right) u_{0}=0
$$

Define

$$
\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{m}
\end{array}\right]=V_{1}\left(z_{1}\right) u_{0} \neq \mathbf{o} .
$$

Then

$$
\left[\begin{array}{c}
\alpha_{1}\left(z_{0}\right) u_{1} \\
\alpha_{2}\left(z_{0}\right) u_{2} \\
\vdots \\
\alpha_{m}\left(z_{0}\right) u_{m}
\end{array}\right]=0
$$

This implies that $z_{0}$ must be a root of one of polynomials $\alpha_{i}(s), i=1, \ldots, m$.
Note that the lemma may not be true if $G(s)$ does not have full column normal rank. This can be seen from the following example. Consider

$$
G(s)=\frac{1}{s+1}\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right], \quad u_{0}=\left[\begin{array}{c}
1 \\
-1
\end{array}\right] .
$$

It is easy to see that $G$ has no transmission zero but $G(s) u_{0}=0$ for all $s$. It should also be noted that the above lemma applies even if $z_{0}$ is a pole of $G(\mathrm{~s})$ although $G\left(z_{0}\right)$ is not defined. The reason is that $G\left(z_{0}\right) u_{0}$ may be well defined. For example,

$$
G(s)=\left[\begin{array}{cc}
\frac{s-1}{s+1} & 0 \\
0 & \frac{s+2}{s-1}
\end{array}\right], \quad u_{0}=\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

Then $G(1) u_{0}=0$. Therefore, 1 is a transmission zero.
Similarly we have the following lemma:
Lemma 3.28 Let $G(s)$ be a p x $m$ proper transfer matrix with full row normal rank. Then $z_{0} \in \mathbb{C}$ is a transmission zero of $\mathrm{G}(\mathrm{s})$; $; \neq$ andonly if there exists a $0 \neq \eta_{0} \in \mathbb{C}^{p}$ such that $\eta_{0}^{*} G\left(z_{0}\right)=0$.

In the case where the transmission zero is not a pole of $\mathrm{G}(\mathrm{s})$, we can give a useful alternative characterization of the transfer matrix transmission zeros. Furthermore, $\mathrm{G}(\mathrm{s})$ is not required to be full column (or row) rank in this case.

The following lemma is easy to show from the definition of zeros.
Lemma 3.29 Suppose $z_{0} \in \mathbb{C}$ is not a pole of $\mathrm{G}(\mathrm{s})$. Then $z_{0}$ is a transmission zero if and only if $\operatorname{rank}\left(G\left(z_{0}\right)\right)<\operatorname{normalrank}(G(s))$.

Corollary 3.30 Let $\mathrm{G}(\mathrm{s})$ be a square $\mathrm{m} \times \mathrm{m}$ proper transfer matrix and $\operatorname{det} \mathrm{G}(\mathrm{s}) \not \equiv 0$. Suppose $z_{0} \in \mathbb{C}$ is not a pole of $\mathrm{G}(\mathrm{s})$. Then $z_{0} \in \mathbb{C}$ is a transmission zero of $\mathbf{G}(\mathbf{s})$ if and only if $\operatorname{det} G\left(z_{0}\right)=0$.

Using the above corollary, we can confirm that the example in the last section does have a zero at $\sqrt{2}$ since

$$
\operatorname{det}\left|\begin{array}{cc}
-1 & 1 \\
s+1 & s+2 \\
2 & 1 \\
-\overline{2}
\end{array}\right|=\frac{2-s^{2}}{(\mathrm{~s}+1)^{2}(s+2)^{2}}
$$

Note that the above corollary may not be true if $z_{0}$ is a pole of G. For example,

$$
G(s)=\left[\begin{array}{cc}
\frac{s-1}{s+1} & 0 \\
0 & \frac{s+2}{s-1}
\end{array}\right]
$$

has a zero at 1 which is not a zero of $\operatorname{det} \mathrm{G}(\mathrm{s})$.
The poles and zeros of a transfer matrix can also be characterized in terms of its state space realizations. Let

$$
\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]
$$

be a state space realization of $G(s)$.

Definition 3.15 The eigenvalues of $A$ are caled the poles of the realization of $G(s)$.
To define zeros, let us consider the followin; system matrix

$$
Q(s)=\left[\begin{array}{cc}
A-s I & B \\
C & D
\end{array}\right] .
$$

Definition 3.16 A complex number $z_{0} \in \mathbb{C}$ is called an invariant zero of the system realization if it satisfies

$$
\operatorname{rank}\left[\begin{array} { c c c } 
{ A } & { - } & { z _ { 0 } I } \\
{ \hline } & { B }
\end{array} | < \text { normalrank } \left[\begin{array}{cc}
A-s I & B \\
C & D
\end{array}\right.\right.
$$

The invariant zeros are not changed by constant state feedback since

$$
\begin{aligned}
\operatorname{rank}\left[\left.\begin{array}{cc}
A+B F & -z_{0} I B \\
C+D F & D
\end{array} \right\rvert\,\right. & =\quad \operatorname{rank}\left[\begin{array}{cc}
A-z_{0} I & B \\
C & D
\end{array}\right]\left[\begin{array}{cc} 
& O \\
F & I
\end{array}\right] \\
& =\operatorname{rank}\left[\begin{array}{cc}
A-z_{0} I & B \\
C & D^{\prime}
\end{array}\right.
\end{aligned}
$$

It is also clear that invariant zeros are not changed under similarity transformation.
The following lemma is obvious.
Lemma 3.31 Suppose $\left[\left.\begin{array}{cc|c}A-s I & B \\ C & D\end{array} \right\rvert\,\right.$ has ful' column normal rank. Then $z_{0} \in \mathbb{C}$ is an invariant zero of a realization $(A, B, C, D)$ if and only if there exist $0 \neq x \in \mathbb{C}^{n}$ and $u \in \mathbb{C}^{m}$ such that

$$
\left[\begin{array}{cc||c}
A-z_{0} I & B & \mathrm{x} \\
C & D & \mathrm{u}
\end{array}\right]=0 .
$$

Moreover, if $u=0$, then $z_{0}$ is also a non-observable mode.

Proof. By definition, $z_{0}$ is an invariant zero if there is a vector $\left[\begin{array}{l}\mathbf{x} \\ \mathbf{u}\end{array}\right] \neq 0$ such that

$$
\left[\begin{array}{cc}
A-z_{0} I & B \\
C & D
\end{array}\right]\left[\begin{array}{l}
\mathrm{x} \\
u
\end{array}\right]=0
$$

since $\left[\begin{array}{ccc}A & - & s I \\ B & D\end{array}\right]$ has full column normal rank.
On the other hand, suppose $z_{0}$ is an invariant zero, then there is a vector $\left[\begin{array}{l}x \\ u_{\mathrm{I}}\end{array} \neq 0\right.$ such that

$$
\left[\begin{array}{llll}
A & & z_{0} I & B \\
& C & & D
\end{array}\right]\left[\begin{array}{l}
r^{r} \\
\mathbb{L}_{I} \\
\\
\\
\end{array}=0 .\right.
$$

We claim that $\mathrm{x} \neq 0$. Otherwise, $\left[\begin{array}{l}B \\ D\end{array}\right] u=\mathbf{0}$ or $u=0$ since $\left[\begin{array}{ccc}A-s I & B \\ C & D\end{array}\right.$ has full column normal rank, i.e., $\left[\begin{array}{l}\mathbf{x} \\ \mathrm{u}\end{array}\right]=0$ which is a contradiction.

Finally, note that if $u=0$, then

$$
\left[\begin{array}{c}
A-z_{0} I \\
C
\end{array}\right] x=0
$$

and $z_{0}$ is a non-observable mode by PBH test.

Lemma 3.32 Suppose $\left[\left.\begin{array}{cc}A-s I & B \\ C & D\end{array} \right\rvert\,\right.$ has full row normal rank. Then $z_{0} \in \mathbb{C}$ is an invariant zero of a realization $(A, B, C, D)$ ifan only if there exist $0 \neq y \in \mathbb{C}^{n}$ and $v \in \mathbb{C}^{p}$ such that

$$
\left[\begin{array}{ll}
y^{*} & v^{*}
\end{array}\right]\left[\begin{array}{c}
A-z_{0} I \\
C
\end{array}=0\right.
$$

Moreover, if $v=0$, then $z_{0}$ is also a non-controllable mode.
Lemma 3.33 G(s) has full column (row) normal rank if and only if $\left[\begin{array}{cc}A-s I & B \\ C & D\end{array}\right]$ has full column (row) normal rank.

Proof. This follows by noting that

$$
\left[\begin{array}{ccccc}
A-s I & B \\
C & D & \mp & \left.\left[\begin{array}{ccc} 
& I & 0 \\
C(A & -s I)^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
A-s I & B \\
0 & G(s)
\end{array}\right] .\right]
\end{array}\right.
$$

and

$$
\text { normalrank }\left[\left.\begin{array}{cc}
A-s I & B \\
C & D
\end{array} \right\rvert\,=\mathbf{n}+\operatorname{normalrank}(\mathrm{G}(\mathrm{~s}))\right. \text {. }
$$

Theorem 3.34 Let $G(s)$ be a real rational proper transfer matrix and let $(A, B, C, D)$ be a corresponding minimal realization. Then a complex number $z_{0}$ is a transmission zero of $G(s)$ if and only if it is an invariant zero of the minimal realization.

Proof. We will give a proof only for the case that the transmission zero is not $a$ pole of $\mathrm{G}(\mathrm{s})$. Then, of course, $z_{0}$ is not an eigenvalue of $A$ since the realization is minimal. Note that

$$
\left[\begin{array}{cc}
A-s I & B \\
C & D
\end{array} \beth\left[\begin{array}{cc} 
& I \\
C(A- & s I)^{-1}
\end{array}\right]\left[\begin{array}{cc}
A-s I & B \\
0 & G(s)
\end{array}\right]\right.
$$

Since we have assumed that $z_{0}$ is not a pole of $\mathrm{G}(\mathrm{s})$, we have

$$
\operatorname{rank}\left[\begin{array}{cc}
A-z_{0} I & B \\
C & D_{I}
\end{array}=\mathrm{n}+\operatorname{rank} G\left(z_{0}\right)\right.
$$

Hence

$$
\operatorname{rank}\left[\left.\begin{array}{cc}
A-z_{0} I & B \\
C & D
\end{array} \right\rvert\,<\text { normalrank }\left[\begin{array}{cc}
A-s I & B \\
C & D
\end{array}\right]\right.
$$

if and only if rank $G\left(z_{0}\right)<$ normalrank $G(5)$. Then the conclusion follows from Lemma 3.29.

Note that the minimality assumption is essential for the converse statement. For example, consider a transfer matrix $\mathrm{G}(\mathrm{s})=D$ (constant) and a realization of $\mathrm{G}(\mathrm{s})=\left[\begin{array}{c|c}A & 0 \\ \hline C & D\end{array}\right]$ where $A$ is any square matrix with any dimension and C is any matrix with compatible dimension. Then $G(s)$ has no poles or zeros but every eigenvalue of $A$ is an invariant zero of the realization $|$| $A$ | 0 |
| :--- | :--- |

Nevertheless, we have the following corollar y if a realization of the transfer matrix is not minimal.

Corollary 3.35 Every transmission zero of a transfer matrix $G(s)$ is an invariant zero of all its realizations, and every pole of a trans ${ }^{\text {f }}$ er matrix $G(s)$ is a pole of all its realizations.

Lemma 3.36 Let $G(s) \in \mathcal{R}_{p}(s)$ be a $p$ x $m$ transfer matrix and let $(A, B, C, D)$ be a minimal realization. If the system input is of the form $u(t)=u_{0} e^{\lambda t}$, where $\lambda \in \mathbb{C}$ is not a pole of $G(s)$ and $u_{0} \in \mathbb{C}^{m}$ is an arbitrary constant vector, then the output due to the input $u(t)$ and the initial state $x(0)=(X I-A)^{-1} B u_{0}$ is $y(t)=G(\lambda) u_{0} e^{\lambda t}, \forall t \geq 0$.

Proof. The system response with respect to the input $u(t)=u_{0} \mathrm{e}^{\lambda t}$ and the initial condition $x(0)=(\mathrm{XI}-A)^{-1} B u_{0}$ is (in terms of Laplace transform):

$$
\begin{aligned}
Y(s) & =C(s I-A)^{-1} x(0)+C(s I-A)^{1} B U(s)+D U(s) \\
& =C(s I-A)^{-1} x(0)+C(s I-A)^{1} B u_{0}(s-\lambda)^{-1}+D u_{0}(s-\lambda)^{-1} \\
& =C(s I-A)^{-1}\left(x(0)-(\lambda I-A)-{ }^{1} B u_{0}\right)+G(\lambda) u_{0}(s-\lambda)^{-1} \\
& =G(\lambda) u_{0}(s-\lambda)^{-1} .
\end{aligned}
$$

Hence $y(t)=G(\lambda) u_{0} e^{\lambda t}$.

Combining the above two lemmas, we have the following results that give a dynamical interpretation of a system's transmission zero.

Corollary 3.37 Let $G(s) \in \mathcal{R}_{p}(s)$ be a $p x m$ transfer matrix and let $(A, B, C, D)$ be a minimal realization. Suppose that $z_{0} \in \mathbb{C}$ is a transmission zero of $\mathrm{G}(\mathrm{s})$ and is not a pole of $G(s)$. Then for any nonzero vector $u_{0} \in \mathbb{C}^{m}$ the output of the system due to the initial state $x(0)=\left(z_{0} I-A\right)^{-1} B u_{0}$ and the input $u=u_{0} e^{z_{0} t}$ is identically zero: $y(t)=G\left(z_{0}\right) u_{0} e^{z_{0} t}=0$.

The following lemma characterizes the relationship between zeros of a transfer function and poles of its inverse.
Lemma 3.38 Suppose that $G=\left[\begin{array}{c|c}A & B \\ \hdashline C & B\end{array}\right]$ is a square transfer matrix with $D$ nonsingular, and suppose $z_{0}$ is not an eigenvalue of $A$ (note that the realization is not necessarily minimal). Then there exists $x_{0}$ such that

$$
\left(A-B D^{-1} C\right) x_{0}=z_{0} x_{0}, \quad C x_{0} \neq 0
$$

iff there exists $u_{0} \neq 0$ such that

$$
G\left(z_{0}\right) u_{0}=0
$$

Proof. $(\Leftarrow) G\left(z_{0}\right) u_{0}=0$ implies that

$$
G^{-1}(s)=\left[\frac{A-B D^{-1} C}{D^{-1} C}-\frac{-B D^{-1}}{D^{-1}}\right]
$$

has a pole at $z_{0}$ which is observable. Then, by definition, there exists $x_{0}$ such that

$$
\left(A \quad B D^{-1} C\right) x_{0}=z_{0} x_{0}
$$

and

$$
C x_{0} \neq 0
$$

$(\Rightarrow)$ Set $u_{0}=-D^{-1} C x_{0} \neq 0$. Then

$$
\left(z_{0} I-A\right) x_{0}=-B D^{-1} C x_{0}=B u_{0}
$$

Using this equality, one gets

$$
G\left(z_{0}\right) u_{0}=C\left(z_{0} I-A\right)^{-1} B u_{0}+D u_{0}=C x_{0}-C x_{0}=0
$$

The above lemma implies that $z_{0}$ is a zero of an invertible $\mathrm{G}(\mathrm{s})$ if and only if it is a pole of $G^{-1}(s)$.

### 3.12 Notes and References

Readers are referred to Brogan [1991], Chen [1984], Kailath [1980], and Wonham [1985] for the extensive treatment of the standard linear system theory. The balanced realization was first introduced by Mullis and Roberts [1976] to study the roundoff noise in digital filters. Moore [1981] proposed the balanced truncation method for model reduction which will be considered in Chapter 7.



## Performance Specifications

The most important objective of a control system is to achieve certain performance specifications in addition to providing the internal stability. One way to describe the performance specifications of a control system is in terms of the size of certain signals of interest. For example, the performance of a tracking system could be measured by the size of the tracking error signal. In this chapter, we look at several ways of defining a signal's size, i.e., at several norms for signals. Of course, which norm is most appropriate depends on the situation at hand. For that purpose, we shall first introduce some normed spaces and some basic notions of linear operator theory, in particular, the Hardy spaces $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ are introduced. We then consider the performance of a system under various input signals and derive the worst possible outputs with the class of input signals under consideration. We show that $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ norms come out naturally as measures of the worst possible performance for many classes of input signals. Some state space methods of computing real rational $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ transfer matrix norms are also presented.

### 4.1 Normed Spaces

Let $\mathbf{V}$ be a vector space over $\mathbb{C}($ or $\mathbb{R})$ and let $\|\cdot\|$ be a norm defined on $\mathbf{V}$. Then $\mathbf{V}$ is a normed space. For example, the vector space $\mathbb{C}^{n}$ with any vector p-norm, $\|\cdot\|_{p}$, for $1 \leq p \leq \infty$, is a normed space. As another example, consider the linear vector space $C[a, b]$ of all bounded continuous functions on the real interval $[\mathrm{a}, \mathrm{b}]$. Then $C[a, b]$
becomes a normed space if a supremum norm is defined on the space:

$$
\|f\|_{\infty}:=\sup _{t \in[a, b]}|f(t)|
$$

A sequence $\left\{x_{n}\right\}$ in a normed space $V$ is calleti a Cauchy sequence if $\left\|x_{n}=x_{m}\right\| \rightarrow 0$ as $n, m \rightarrow \infty$. A sequence $\left\{x_{n}\right\}$ is said to converge to $\mathrm{x} \in \mathrm{V}$, written $x_{n} \rightarrow \mathrm{x}$, if $\left\|x_{n}-x\right\| \rightarrow 0$. A normed space $\mathbf{V}$ is said to be complete if every Cauchy sequence in $\mathbf{V}$ converges in V. A complete normed space is called a Banach space. For example, $\mathbb{R}^{n}$ and $\mathbb{C}^{n}$ with the usual spatial p-norm, $\|\cdot\|_{p}$ for $1 \leq p \leq \infty$, are Banach spaces. (One should not be confused with the notation $\|\cdot\|_{p}$ used here and the same notation used below for function spaces because usually the context will make the meaning clear.)

The following are some more examples of Banach spaces:
$l_{p}[0, \infty)$ spaces for $1 \leq p<\infty$ :
For each $1 \leq p<\infty, l_{p}[0$, co $)$ consists of all sequences $\mathrm{x}=\left(x_{0}, x_{1}, \ldots\right)$ such that $\sum_{i=0}^{\infty}\left|x_{i}\right|^{p}<\infty$. The associated norm is defined as

$$
\|x\|_{p}:\left.\quad\left(\sum_{i=0}^{\infty}\right)_{i}^{1 / p}\right|^{p}
$$

$l_{\infty}[0, \infty)$ space:
$l_{\infty}[0, \infty)$ consists of all bounded sequences $\mathrm{x}=\left(x_{0}, x_{1}, \ldots.\right)$, and the $l_{\infty}$ norm is defined as

$$
\|x\|_{\infty}:=\sup \left|x_{i}\right|
$$

$\mathcal{L}_{p}(I)$ spaces for $1 \leq \mathbf{p} \leq \infty$ :
For each $1 \leq \mathbf{p}<c$, C ,(I) consists of all Lebesgue measurable functions $\mathbf{x}(\mathbf{t})$ defined on an interval $I \subset \mathbb{R}$ such that

$$
\|x\|_{p}:=\left(\int_{I}|x(t)|^{p} d t\right)^{1 / p}<\infty, \text { for } 1 \leq p<\infty
$$

and

$$
\|x(t)\|_{\infty}:=\underset{t: I}{\operatorname{ess} \sup _{t}}|x(t)| .
$$

Some of these spaces, for example, $\mathcal{L}_{2}(-\infty, 0], \mathcal{L}_{2}[0$, co $)$ and $\mathcal{L}_{2}(-\infty, \infty)$, will be discussed in more detail later on.
$C[a, b]$ space:
$C[a, b]$ consists of all continuous functions on the real interval $[\mathrm{a}, b]$ with the norm defined as

$$
\|x\|_{\infty}:=\operatorname{su}_{t \in[a, b]}|x(t)|
$$

Note that if each component or function is itself a vector or matrix, then the corresponding Banach space can also be formed by replacing the absolute value $|\cdot|$ of each component or function with its spatially normed component or function. For example, consider a vector space with all sequences in the form of

$$
x=\left(x_{0}, x_{1}, \ldots\right)
$$

where each component $x_{i}$ is a $k \times m$ matrix and each element of $x_{i}$ is bounded. Then $x_{i}$ is bounded in any matrix norm, and the vector space becomes a Banach space if the following norm is defined

$$
\|x\|_{\infty}:=\sup _{i} \phi_{i}\left(x_{i}\right)
$$

where $\phi_{i}\left(x_{i}\right):=\left\|x_{i}\right\|$ is any matrix norm. This space will also be denoted by $l_{\infty}$.
Let $V_{1}$ and $V_{2}$ be two vector spaces and let $T$ be an operator from $S \subset V_{1}$ into $V_{2}$. An operator $T$ is said to be linear if for any $x_{1}, x_{2} \in S$ and scalars $\alpha, \beta \in \mathbb{C}$, the following holds:

$$
T\left(\alpha x_{1}+\beta x_{2}\right)=\alpha\left(T x_{1}\right)+\beta\left(T x_{2}\right)
$$

Moreover, let $V_{0}$ be a linear subspace in $V_{1}$. Then the operator $T_{0}: V_{0} \longmapsto V_{2}$ defined by $T_{0} x=T x$ for every $x \in V_{0}$ is called the restriction of $T$ to $V_{0}$ and is denoted as $\left.T\right|_{V_{0}}=T_{0}$. On the other hand, a linear operator $T: V_{1} \longmapsto V_{2}$ coinciding with $T_{0}$ on $V_{0} \subset V_{1}$ is called an extension of $T_{0}$. For example, let $V_{0}:=\left\{\left[\begin{array}{c}x_{1} \\ 0\end{array}\right]: x_{1} \in \mathbb{C}^{n}\right\} \subset V_{1}=\mathbb{C}^{n+m}$, and let

$$
T=\left[\begin{array}{cc}
A_{1} & A_{2} \\
0 & A_{3}
\end{array}\right] \in \mathbb{C}^{(n+m) \times(n+m)}, \quad T_{0}=\left[\begin{array}{cc}
A_{1} & 0 \\
0 & 0
\end{array}\right] \in \mathbb{C}^{(n+m) \times(n+m)}
$$

Then $\left.T\right|_{V_{0}}=T_{0}$.
Definition 4.1 Two normed spaces $V_{1}$ and $V_{2}$ are said to be linearly isometric, denoted by $V_{1} \cong V_{2}$, if there exists a linear operator $T$ of $V_{1}$ onto $V_{2}$ such that

$$
\|T x\|=\|x\|
$$

for all $x$ in $V_{1}$. In this case, the mapping $T$ is said to be an isometric isomorphism.

### 4.2 Hilbert Spaces

Recall the inner product of vectors defined on a Euclidean space $\mathbb{C}^{n}$ :

$$
\langle x, y\rangle:=x^{*} y=\sum_{i=1}^{n} \bar{x}_{i} y_{i} \quad \forall x=\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right], y=\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{n}
\end{array}\right] \in \mathbb{C}^{n}
$$

Note that many important metric notions and geometrical properties such as length, distance, angle, and the energy of physical systems can be deduced from this inner product. For instance, the length of a vector $x \in \mathbb{C}^{n}$ is defined as

$$
\|x\|:=\sqrt{\langle x, x\rangle}
$$

and the angle between two vectors $x, y \in \mathbb{C}^{n}$ caas be computed from

$$
\cos \angle(x, y)=\frac{\langle x, \quad y\rangle}{\|x\|\|y\|}, \therefore(x, y) \in[0, \pi]
$$

The two vectors are said to be orthogonal if $\angle(x, y)=\frac{\pi}{2}$.
We now consider a natural generalization of the inner product on $\mathbb{C}^{n}$ to more general (possibly infinite dimensional) vector spaces.

Definition 4.2 Let $V$ be a vector space over $\mathbb{C}$. An inner product' on $V$ is a complex valued function,

$$
\langle\cdot, \cdot\rangle: v \times \mathrm{v}+\longrightarrow \mathbb{C}
$$

such that for any $\mathrm{x}, y, z \in \mathrm{~V}$ and $\alpha, \beta \in \mathbb{C}$
(i) $\langle x, \alpha y+\beta z\rangle=\alpha\langle x, y\rangle+\beta\langle x, z\rangle$
(ii) $\langle x, y\rangle=\overline{\langle y, x\rangle}$
(iii) $\langle x, x\rangle>0$ if $x \neq 0$.

A vector space V with an inner product is called an inner product space.
It is clear that the inner product defined above induces a norm $\|x\|:=\sqrt{\langle x, x\rangle}$, so that the norm conditions in Chapter 2 are satisfied. In particular, the distance between vectors $x$ and y is $d(x, \mathrm{y})=\|x-y\|$.

Two vectors x and y in an inner product space V are said to be orthogonal if ( $\mathrm{x}, \mathrm{y}$ ) $=0$, denoted $x \perp \mathrm{y}$. More generally, a vector $x$ is said to be orthogonal to a set $S \subset \vee$, denoted by $x \perp S$, if $\mathrm{x} \perp \mathrm{y}$ for all y $\in \mathrm{S}$.

The inner product and the inner-product induced norm have the following familiar properties.

Theorem 4.1 Let $V$ be an inner product space and let $x, y \in V$. Then
(i) $|\langle x, y\rangle| \leq\|x\|\|y\|$ (Cauchy-Sch warz inequality). Moreover, the equality holds if and only if $\mathrm{x}=\alpha y$ for some constant $\alpha$ or $!=0$.
(ii) $\|x+y\|^{2}+\|x-y\|^{2}=2\|x\|^{2}+2\|y\|^{2}$ (Parallelogram law).
(iii) $\|x+y\|^{2}=\|x\|^{2}+\|y\|^{2}$ if $x \perp y$.
'The property (i) below is the other way round to the usual mathematical convention since we want to have $\langle x, \mathrm{y})=x^{*} y$ rather than $y^{*} x$ for $x, y \in \mathbb{C}^{n}$

A Hilbert space is a complete inner product space with the norm induced by its inner product. Obviously, a Hilbert space is also a Banach space. For example, $\mathbb{C}^{n}$ with the usual inner product is a (finite dimensional) Hilbert space. More generally, it is straightforward to verify that $\mathbb{C}^{n \times m}$ with the inner product defined as

$$
\langle A, B\rangle:=\operatorname{Trace} A^{*} B=\sum_{i=1}^{n} \sum_{j=1}^{m} \bar{a}_{i j} b_{i j} \quad \forall A, B \in \mathbb{C}^{n \times m}
$$

is also a (finite dimensional) Hilbert space.
Here are some examples of infinite dimensional Hilbert spaces:
$l_{2}(-\infty, \infty):$
$l_{2}(-\infty, \infty)$ consists of the set of all real or complex square summable sequences

$$
x=\left(\ldots, x_{-2}, x_{-1}, x_{0}, x_{1}, x_{2}, \ldots\right)
$$

i.e,

$$
\sum_{i=-\infty}^{\infty}\left|x_{i}\right|^{2}<\infty
$$

with the inner product defined as

$$
\langle x, y\rangle:=\sum_{i=-\infty}^{\infty} \bar{x}_{i} y_{i}
$$

for $x, y \in l_{2}(-\infty, \infty)$. The subspaces $l_{2}(-\infty, 0)$ and $l_{2}[0, \infty)$ of $l_{2}(-\infty, \infty)$ are defined similarly and consist of sequences of the form $x=\left(\ldots, x_{-2}, x_{-1}\right)$ and $x=\left(x_{0}, x_{1}, x_{2}, \ldots\right)$, respectively.

Note that we can also define a corresponding Hilbert space even if each component $x_{i}$ is a vector or a matrix; in fact, the following inner product will suffice:

$$
\langle x, y\rangle:=\sum_{i=-\infty}^{\infty} \operatorname{Trace}\left(x_{i}^{*} y_{i}\right)
$$

$\mathcal{L}_{2}(I)$ for $I \subset \mathbb{R}:$
$\mathcal{L}_{2}(I)$ consists of all square integrable and Lebesgue measurable functions defined on an interval $I \subset \mathbb{R}$ with the inner product defined as

$$
\langle f, g\rangle:=\int_{I} f(t)^{*} g(t) d t
$$

for $f, g \in \mathcal{L}_{2}(I)$. Similarly, if the function is vector or matrix valued, the inner product is defined correspondingly as

$$
\langle f, g\rangle:=\int_{I} \operatorname{Trace}\left[f(t)^{*} g(t)\right] d t
$$

Some very often used spaces in this book are $\mathcal{L}_{2}[0, \infty), \mathcal{L}_{2}(-\infty, 0], \mathcal{L}_{2}(-\infty, \infty)$. More precisely, they are defined as
$\mathcal{L}_{2}=\mathcal{L}_{2}(-\infty, \infty)$ : Hilbert space of matrix-valued functions on $\mathbb{R}$, with inner product

$$
\langle f, g\rangle:=\int_{-\infty}^{\infty} \operatorname{Tra} \mathrm{e}\left[f(t)^{*} g(t)\right] d t
$$

$\mathcal{L}_{2+}=\mathcal{L}_{2}[0, \infty)$ : subspace of $\mathcal{L}_{2}(-\infty, \infty)$ with functions zero for $t<0$.
$\mathcal{L}_{2-}=\mathcal{L}_{2}(-\infty, 0]$ : subspace of $\mathcal{L}_{2}(-\infty, \infty)$ with functions zero for $t>0$.

Let $\mathcal{H}$ be a Hilbert space and $M \subset \mathcal{H}$ a subset. Then the orthogonal complement of $M$, denoted by $\mathcal{H} \ominus M$ or $M^{\perp}$, is defined as

$$
M^{\perp}=\{x:\langle x, y\rangle=0, \forall y \in M, x \in \mathcal{H}\}
$$

It can be shown that $M^{\perp}$ is closed (hence $M^{\perp}$ is also a Hilbert space). For example, let $M=\mathcal{L}_{2+} \subset \mathcal{L}_{2}$, then $M^{\perp}=\mathcal{L}_{2-}$ is a Hilbert space.

Let $M$ and $N$ be subspaces of a vector spare $V . V$ is said to be the direct sum of $M$ and $N$, written $V=M \oplus N$, if $M \cap N=\{0\}$, and every element $v \in V$ can be expressed as $v=x+y$ with $x \in M$ and $y \in N$. If $V$ is an inner product space and $M$ and $N$ are orthogonal, then $V$ is said to be the orthogonal direct sum of $M$ and $N$. As an example, it is easy to see that $\mathcal{L}_{2}$ is the orthogonal direct sum of $\mathcal{L}_{2-}$ and $\mathcal{L}_{2+}$. Similarly, $l_{2}(-\infty, \infty)$ is the orthogonal direct sum of $l_{2}(-\infty, 0)$ and $l_{2}[0, \infty)$.

The following is a version of the so-called orthogonal projection theorem:
Theorem 4.2 Let $\mathcal{H}$ be a Hilbert space, and leı $M$ be a closed subspace of $\mathcal{H}$. Then for each vector $v \in \mathcal{H}$, there exist unique vectors $x \in M$ and $y \in M^{\perp}$ such that $v=x+y$, i.e., $\mathcal{H}=M \oplus M^{\perp}$. Moreover, $x \in M$ is the un'que vector such that $d(v, M)=\|v-x\|$.

Let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be two Hilbert spaces, and let $A$ be a bounded linear operator from $\mathcal{H}_{1}$ into $\mathcal{H}_{2}$. Then there exists a unique linear operator $A^{*}: \mathcal{H}_{2} \longmapsto \mathcal{H}_{1}$ such that for all $x \in \mathcal{H}_{1}$ and $y \in \mathcal{H}_{2}$

$$
\langle A x, y\rangle=\left\langle x, d^{*} y\right\rangle
$$

$A^{*}$ is called the adjoint of $A$. Furthermore, $A$ is called self-adjoint if $A=A^{*}$.
Let $\mathcal{H}$ be a Hilbert space and $M \subset \mathcal{H}$ be a closed subspace. A bounded operator $P$ mapping from $\mathcal{H}$ into itself is called the orthogrnal projection onto $M$ if

$$
P(x+y)=x, \forall x \in M \text { and } y \in M^{\perp}
$$

### 4.3 Hardy Spaces $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$

Let $S \subset \mathbb{C}$ be an open set, and let $f(s)$ be a complex valued function defined on $S$ :

$$
f(s): S \longmapsto \mathbb{C} .
$$

Then $f(s)$ is said to be analytic at a point $z_{0}$ in $S$ if it is differentiable at $z_{0}$ and also at each point in some neighborhood of $z_{0}$. It is a fact that if $f(s)$ is analytic at $z_{0}$ then $f$ has continuous derivatives of all orders at $z_{0}$. Hence, a function analytic at $z_{0}$ has a power series representation at $z_{0}$. The converse is also true, i.e., if a function has a power series at $z_{0}$, then it is analytic at $z_{0}$. A function $f(s)$ is said to be analytic in $S$ if it has a derivative or is analytic at each point of $S$. A matrix valued function is analytic in $S$ if every element of the matrix is analytic in $S$. For example, all real rational stable transfer matrices are analytic in the right-half plane and $e^{-s}$ is analytic everywhere.

A well known property of the analytic functions is the so-called Maximum Modulus Theorem.

Theorem 4.3 If $f(s)$ is defined and continuous on a closed-bounded set $S$ and analytic on the interior of $S$, then the maximum of $|f(s)|$ on $S$ is attained on the boundary of $S$, i.e.,

$$
\max _{s \in S}|f(s)|=\max _{s \in \partial S}|f(s)|
$$

where $\partial S$ denotes the boundary of $S$.
Next we consider some frequently used complex (matrix) function spaces.

## $\mathcal{L}_{2}(j \mathbb{R})$ Space

$\mathcal{L}_{2}(j \mathbb{R})$ or simply $\mathcal{L}_{2}$ is a Hilbert space of matrix-valued (or scalar-valued) functions on $j \mathbb{R}$ and consists of all complex matrix functions $F$ such that the integral below is bounded, i.e.,

$$
\int_{-\infty}^{\infty} \operatorname{Trace}\left[F^{*}(j \omega) F(j \omega)\right] d \omega<\infty
$$

The inner product for this Hilbert space is defined as

$$
\langle F, G\rangle:=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left[F^{*}(j \omega) G(j \omega)\right] d \omega
$$

for $F, G \in \mathcal{L}_{2}$, and the inner product induced norm is given by

$$
\|F\|_{2}:=\sqrt{\langle F, F\rangle}
$$

For example, all real rational strictly proper transfer matrices with no poles on the imaginary axis form a subspace (not closed) of $\mathcal{L}_{2}(j \mathbb{R})$ which is denoted by $\mathcal{R} \mathcal{L}_{2}(j \mathbb{R})$ or simply $\mathcal{R} \mathcal{L}_{2}$.

## $\mathcal{H}_{2}$ Space $^{2}$

$\mathcal{H}_{2}$ is a (closed) subspace of $\mathcal{L}_{2}(j \mathbb{R})$ with matrix functions $F(s)$ analytic in $\operatorname{Re}(s)>0$ (open right-half plane). The corresponding norm is defined as

$$
\|F\|_{2}^{2}:=\sup _{\sigma>0}\left\{\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left[F^{*}(\sigma+j \omega) F(\sigma+j \omega)\right] d \omega\right\}
$$

It can be shown ${ }^{3}$ that

$$
\|F\|_{2}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left[F^{*}(j \omega) F(j \omega)\right] d \omega
$$

Hence, we can compute the norm for $\mathcal{H}_{2}$ just as we do for $\mathcal{L}_{2}$. The real rational subspace of $\mathcal{H}_{2}$, which consists of all strictly proper and real rational stable transfer matrices, is denoted by $\mathcal{R \mathcal { H } _ { 2 }}$.

## $\mathcal{H}_{2}^{\perp}$ Space

$\mathcal{H}_{2}^{\perp}$ is the orthogonal complement of $\mathcal{H}_{2}$ in $\mathcal{L}_{2}$, i.e., the (closed) subspace of functions in $\mathcal{L}_{2}$ that are analytic in the open left-half plane. The real rational subspace of $\mathcal{H}_{2}^{\perp}$, which consists of all strictly proper rational transfer matrices with all poles in the open right half plane, will be denoted by $\mathcal{R} \mathcal{H}_{2}^{\perp}$. It is easy to see that if $G$ is a strictly proper, stable, and real rational transfer matrix, then $G \in \mathcal{H}_{2}$ and $G^{\sim} \in \mathcal{H}_{2}^{\perp}$. Most of our study in this bock will be focused on the real rational case.

The $\mathcal{L}_{2}$ spaces defined above in the frequency domain can be related to the $\mathcal{L}_{2}$ spaces defined in the time domain. Recall the fact that a function in $\mathcal{L}_{2}$ space in the time domain admits a bilateral Laplace (or Fourier) transform. In fact, it can be shown that this bilateral Laplace (or Fourier) transform yields an isometric isomorphism between the $\mathcal{L}_{2}$ spaces in the time domain and the $\mathcal{L}_{2}$ spaces in the frequency domain (this is what is called Parseval's relations or Plancherel Theorem in complex analysis):

$$
\begin{aligned}
\mathcal{L}_{2}(-\infty, \infty) & \cong \mathcal{L}_{2}(j \mathbb{R}) \\
\mathcal{L}_{2}[0, \infty) & \cong \mathcal{H}_{2} \\
\mathcal{L}_{2}(-\infty, 0] & \cong \mathcal{H}_{2}^{\perp}
\end{aligned}
$$

As a result, if $g(t) \in \mathcal{L}_{2}(-\infty, \infty)$ and if its Fourier (or bilateral Laplace) transform is $G(j \omega) \in \mathcal{L}_{2}(j \mathbb{R})$, then

$$
\|G\|_{2}=\|g\|_{2}
$$

[^5]Hence, whenever there is no confusion, the notation of functions in the time domain and in the frequency domain will be used interchangeably.

Define an orthogonal projection

$$
P_{+}: \mathcal{L}_{2}(-\infty, \infty) \longmapsto \mathcal{L}_{2}[0, \infty)
$$

such that, for any function $f(t) \in \mathcal{L}_{2}(-\infty, \infty)$, we have $g(t)=P_{+} f(t)$ with

$$
g(t):=\left\{\begin{array}{cl}
f(t), & \text { for } t \geq 0 \\
0, & \text { for } t<0
\end{array}\right.
$$

In this book, $P_{+}$will also be used to denote the projection from $\mathcal{L}_{2}(j \mathbb{R})$ onto $\mathcal{H}_{2}$. Similarly, define $P_{-}$as another orthogonal projection from $\mathcal{L}_{2}(-\infty, \infty)$ onto $\mathcal{L}_{2}(-\infty, 0]$ (or $\mathcal{L}_{2}(j \mathbb{R})$ onto $\mathcal{H}_{2}^{\perp}$ ). Then the relationships between $\mathcal{L}_{2}$ spaces and $\mathcal{H}_{2}$ spaces can be shown as in Figure 4.1.

$$
\mathcal{L}_{2}[0, \infty) \underset{\text { Inverse Transform }}{\stackrel{\text { Laplace Transform }}{\rightleftarrows}} \longrightarrow \mathcal{H}_{2}
$$



Figure 4.1: Relationships among function spaces
Other classes of important complex matrix functions used in this book are those bounded on the imaginary axis.
$\mathcal{L}_{\infty}(j \mathbb{R})$ Space
$\mathcal{L}_{\infty}(j \mathbb{R})$ or simply $\mathcal{L}_{\infty}$ is a Banach space of matrix-valued (or scalar-valued) functions that are (essentially) bounded on $j \mathbb{R}$, with norm

$$
\|F\|_{\infty}:=\operatorname{ess} \sup _{\omega \in \mathbb{R}} \bar{\sigma}[F(j \omega)] .
$$

The rational subspace of $\mathcal{L}_{\infty}$, denoted by $\mathcal{R} \mathcal{L}_{\infty}(j \mathbb{R})$ or simply $\mathcal{R} \mathcal{L}_{\infty}$, consists of all proper and real rational transfer matrics with no poles on the imaginary axis.

## $\mathcal{H}_{\infty}$ Space

$\mathcal{H}_{\infty}$ is a (closed) subspace of $\mathcal{L}_{\infty}$ with functions that are analytic and bounded in the open right-half plane. The $\mathcal{H}_{\infty}$ norm is defined as

$$
\|F\|_{\infty}:=\sup _{\operatorname{Re}(s)>0} \bar{\sigma}\left[F(s j]=\sup _{\omega \in \mathbb{R}} \bar{\sigma}[F(j \omega)] .\right.
$$

The second equality can be regarded as a generalization of the maximum modulus theorem for matrix functions. See Boyd and Desoer [1985] for a proof. The real rational subspace of $\mathcal{H}_{\infty}$ is denoted by $\mathcal{R} \mathcal{F}_{i o}$ which consists of all proper and real rational stable transfer matrices.

## $\mathcal{H}_{\infty}^{-}$Space

$\mathcal{H}_{\infty}^{-}$is a (closed) subspace of $\mathcal{L}_{\infty}$ with functions that are analytic and bounded in the open left-half plane. The $\mathcal{H}_{\infty}^{-}$norm is lefined as

$$
\|F\|_{\infty}:=\sup _{\operatorname{Re}(s)<0} \bar{\sigma}\left[F(\leq j]=\sup _{\omega \in \mathbb{R}} \bar{\sigma}[F(j \omega)] .\right.
$$

The real rational subspace of $\mathcal{H}_{\infty}$ is denote 1 by $\mathcal{R H}_{\infty}^{-}$which consists of all proper real rational transfer matrices with all poles in the open right half plane.

Definition 4.3 A transfer matrix $G(s) \in \mathcal{H}_{\infty}^{-}$; , usually said to be antistable or anticausal.

Some facts about $\mathcal{L}_{\infty}$ and $\mathcal{H}_{\infty}$ functions are worth mentioning:
(i) if $G(s) \in \mathcal{L}_{\infty}$, then $G(s) \mathcal{L}_{2}:=\left\{G(s) f(s): f(s) \in \mathcal{L}_{2}\right\} \subset \mathcal{L}_{2}$.
(ii) if $G(s) \in \mathcal{H}_{\infty}$, then $G(s) \mathcal{H}_{2}:=\left\{G(s) f(s): f(s) \in \mathcal{H}_{2}\right\} \subset \mathcal{H}_{2}$.
(ii) if $G(s) \in \mathcal{H}_{\infty}^{-}$, then $G(s) \mathcal{H}_{2}^{\perp}:=\left\{G(s) f(s) \quad f(s) \in \mathcal{H}_{2}^{\perp}\right\} \subset \mathcal{H}_{2}^{\perp}$.

Remark 4.1 The notation for $\mathcal{L}_{\infty}$ is somewhat unfortunate; it should be clear to the reader that the $\mathcal{L}_{\infty}$ space in the time domain and in the frequency domain denote completely different spaces. The $\mathcal{L}_{\infty}$ space in the time domain is usually used to denote signals, while the $\mathcal{L}_{\infty}$ space in the frequency donain is usually used to denote transfer functions and operators.

Let $G(s) \in \mathcal{L}_{\infty}$ be a $p \times q$ transfer matrix. T] en a multiplication operator is defined as

$$
\begin{gathered}
M_{G}: \mathcal{L}_{2} \longmapsto \mathcal{L}_{2} \\
M_{G} f:=G_{,}
\end{gathered}
$$

In writing the above mapping, we have assumed that $f$ has a compatible dimension. A more accurate description of the above operator should be

$$
M_{G}: \mathcal{L}_{2}^{q} \longmapsto \mathcal{L}_{2}^{p}
$$

i.e., $f$ is a $q$-dimensional vector function with each component in $\mathcal{L}_{2}$. However, we shall suppress all dimensions in this book and assume all objects have compatible dimensions.

It is easy to verify that the adjoint operator $M_{G}^{*}=M_{G^{\sim}}$.
A useful fact about the multiplication operator is that the norm of a matrix $G$ in $\mathcal{L}_{\infty}$ equals the norm of the corresponding multiplication operator.

Theorem 4.4 Let $G \in \mathcal{L}_{\infty}$ be a $p \times q$ transfer matrix. Then $\left\|M_{G}\right\|=\|G\|_{\infty}$.
Remark 4.2 It is also true that this operator norm equals the norm of the operator restricted to $\mathcal{H}_{2}$ (or $\mathcal{H}_{2}^{\perp}$ ), i.e.,

$$
\left\|M_{G}\right\|=\left\|M_{G} \mid \mathcal{H}_{2}\right\|:=\sup \left\{\|G f\|_{2}: f \in \mathcal{H}_{2},\|f\|_{2} \leq 1\right\}
$$

This will be clear in the proof where an $f \in \mathcal{H}_{2}$ is constructed.

Proof. By definition, we have

$$
\left\|M_{G}\right\|=\sup \left\{\|G f\|_{2}: f \in \mathcal{L}_{2},\|f\|_{2} \leq 1\right\}
$$

First we see that $\|G\|_{\infty}$ is an upper bound for the operator norm:

$$
\begin{aligned}
\|G f\|_{2}^{2} & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} f^{*}(j \omega) G^{*}(j \omega) G(j \omega) f(j \omega) d \omega \\
& \leq\|G\|_{\infty}^{2} \frac{1}{2 \pi} \int_{-\infty}^{\infty}\|f(j \omega)\|^{2} d \omega \\
& =\|G\|_{\infty}^{2}\|f\|_{2}^{2}
\end{aligned}
$$

To show that $\|G\|_{\infty}$ is the least upper bound, first choose a frequency $\omega_{0}$ where $\bar{\sigma}[G(j \omega)]$ is maximum, i.e.,

$$
\bar{\sigma}\left[G\left(j \omega_{0}\right)\right]=\|G\|_{\infty}
$$

and denote the singular value decomposition of $G\left(j \omega_{0}\right)$ by

$$
G\left(j \omega_{0}\right)=\bar{\sigma} u_{1}\left(j \omega_{0}\right) v_{1}^{*}\left(j \omega_{0}\right)+\sum_{i=2}^{r} \sigma_{i} u_{i}\left(j \omega_{0}\right) v_{i}^{*}\left(j \omega_{0}\right)
$$

where $r$ is the rank of $G\left(j \omega_{0}\right)$ and $u_{i}, v_{i}$ have unit length. Next we assume that $G(s)$ has real coefficients and we shall construct a function $f(s) \in \mathcal{H}_{2}$ with real coefficients so that the norm is approximately achieved. (It will be clear in the sequel that the proof
is much simpler if $f$ is allowed to have comple: coefficients, which is necessary when $G(s)$ has complex coefficients.)

If $\omega_{0}<\infty$, write $v_{1}\left(j \omega_{0}\right)$ as

$$
v_{1}\left(j \omega_{0}\right)=\left[\begin{array}{c}
\alpha_{1} \\
\alpha_{2}{ }^{j \theta_{1}} \\
\vdots \\
\alpha_{q}
\end{array}\right]
$$

where $\alpha_{i} \in \mathbb{R}$ is such that $\theta_{i} \in(-\pi, 0]$ and $q \mathrm{i}$ : the column dimension of $G$. Now let $0 \leq \beta_{i} \leq \infty$ be such that

$$
\theta_{i}=\angle\left(\frac{\beta_{i}-j \omega_{0}}{\beta_{i}+j \omega_{0}}\right)
$$

(with $\beta_{i}=\infty$ if $\theta_{i}=0$ ) and let $f$ be given by

$$
f(s)=\left[\begin{array}{c}
\alpha_{1} \frac{\beta_{1}-s}{\beta_{1}+s} \\
\alpha_{2} \frac{\beta_{2}-s}{\beta_{2}+s} \\
\vdots \\
\alpha_{q} \frac{\beta_{q}-s}{\beta_{q}+s}
\end{array}\right] \hat{f}(s)
$$

(with 1 replacing $\frac{\beta_{i}-s}{\beta_{i}+s}$ if $\theta_{i}=0$ ) where a scalar function $\hat{f}$ is chosen so that

$$
|\hat{f}(j \omega)|= \begin{cases}c & \text { if }\left|\omega-\omega_{0}\right|<\epsilon \text { or }\left|\omega+\omega_{0}\right|<\epsilon \\ 0 & \text { otherwise }\end{cases}
$$

where $\epsilon$ is a small positive number and $c$ is chosen so that $\hat{f}$ has unit 2-norm, i.e., $c=\sqrt{\pi / 2 \epsilon}$. This in turn implies that $f$ has unit 2 -norm. Then

$$
\begin{aligned}
\|G f\|_{2}^{2} & \approx \frac{1}{2 \pi}\left[\bar{\sigma}\left[G\left(-j \omega_{0}\right)^{-2} \pi+\bar{\sigma}\left[G\left(j \omega_{0}\right)\right]^{2} \pi\right]\right. \\
& =\bar{\sigma}\left[G\left(j \omega_{0}\right)\right]^{2}=\|G\|_{\infty}^{2}
\end{aligned}
$$

Similarly, if $\omega_{0}=\infty$, the conclusion follows by letting $\omega_{0} \rightarrow \infty$ in the above.

### 4.4 Power and Spectral Signals

In this section, we introduce two additional classes of signals that have been widely used in engineering. These classes of signals have some nice statistical and frequency domain representations. Let $u(t)$ be a function of time. Define its autocorrelation matrix as

$$
R_{u u}(\tau):=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} u(t+\tau) u^{*}(t) d t
$$

if the limit exists and is finite for all $\tau$. It is easy to see from the definition that $R_{u u}(\tau)=R_{u u}^{*}(-\tau)$. Assume further that the Fourier transform of the signal's autocorrelation matrix function exists (and may contain impulses). This Fourier transform is called the spectral density of $u$, denoted $S_{u u}(j \omega)$ :

$$
S_{u u}(j \omega):=\int_{-\infty}^{\infty} R_{u u}(\tau) e^{-j \omega \tau} d \tau
$$

Thus $R_{u u}(\tau)$ can be obtained from $S_{u u}(j \omega)$ by performing an inverse Fourier transform:

$$
R_{u u}(\tau):=\frac{1}{2 \pi} \int_{-\infty}^{\infty} S_{u u}(j \omega) e^{j \omega \tau} d \omega
$$

We will call signal $u(t)$ a power signal if the autocorrelation matrix $R_{u u}(\tau)$ exists and is finite for all $\tau$, and moreover, if the power spectral density function $S_{u u}(j \omega)$ exists (note that $S_{u u}(j \omega)$ need not be bounded and may include impulses).

The power of the signal is defined as

$$
\|u\|_{\mathcal{P}}=\sqrt{\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T}\|u(t)\|^{2} d t}=\sqrt{\text { Trace }\left[R_{u u}(0)\right]}
$$

where $\|\cdot\|$ is the usual Euclidean norm and the capital script $\mathcal{P}$ is used to differentiate this power semi-norm from the usual Lebesgue $\mathcal{L}_{p}$ norm. The set of all signals having finite power will be denoted by $\mathcal{P}$.

The power semi-norm of a signal can also be computed from its spectral density function

$$
\|u\|_{\mathcal{P}}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left[S_{u u}(j \omega)\right] d \omega
$$

This expression implies that, if $u \in \mathcal{P}, S_{u u}$ is strictly proper in the sense that $S_{u u}(\infty)=0$. We note that if $u \in \mathcal{P}$ and $\|u(t)\|_{\infty}:=\sup _{t}\|u(t)\|<\infty$, then $\|u\|_{\mathcal{P}} \leq\|u\|_{\infty}$. However, not every signal having finite $\infty$-norm is a power signal since the limit in the definition may not exist. For example, let

$$
u(t)= \begin{cases}1 & 2^{2 k}<t<2^{2 k+1} \\ 0 & \text { otherwise }\end{cases}
$$

Then $\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} u^{2} d t$ does not exist. Note also that power signals are persistent signals in time such as sines or cosines; clearly, a time-limited signal has zero power, as does an $\mathcal{L}_{2}$ signal. Thus $\|\cdot\|_{\mathcal{P}}$ is only a semi-norm, not a norm.

Now let $G$ be a linear system transfer matrix with convolution kernel $g(t)$, input $u(t)$, and output $z(t)$. Then $R_{z z}(\tau)=g(\tau) * R_{u u}(\tau) * g^{*}(-\tau)$ and $S_{z z}(j \omega)=G(j \omega) S_{u u}(j \omega) G^{*}(j \omega)$. These properties are useful in establishing some input and output relationships in the next section.

A signal $u(t)$ is said to have bounded power spectral density if $\left\|S_{u u}(j \omega)\right\|_{\infty}<\infty$. The set of signals having bounded spectral density is denoted as

$$
\mathcal{S}:=\left\{u(t) \in \mathbb{R}^{m}:\left\|S_{u v}(j \omega)\right\|_{\infty}<\infty\right\} .
$$

The quantity $\|u\|_{s}:=\sqrt{\left\|S_{u u}(j \omega)\right\|}$ is called the spectral density norm of $u(t)$. The set $\mathcal{S}$ can be used to model signals with fixed spectral characteristics by passing white noise signals through a weighting filter. Similarly, $\mathcal{P}$ could be used to model signals whose spectrum is not known but which are finite in power.

### 4.5 Induced System Gains

Many control engineering problems involve keeping some system signals "small" under various conditions, for example, under a set of possible disturbances and system parameter variations. In this section we are interested in answering the following question: if we know how "big" the input (disturbance) is, how "big" is the output going to be for a given stable dynamical system?

Consider a $q$-input and $p$-output linear finite dimensional system as shown in the following diagram with input $u$, output $z$, and transfer matrix $G \in \mathcal{R} \mathcal{H}_{\infty}$ :


We will further assume that $G(s)$ is strictly proper, i.e, $G(\infty)=0$ although most of the results derived here hold for the non-strictly proper case. In the time-domain an input-output model for such a system has the form of a convolution equation,

$$
z=g * u
$$

i.e.,

$$
z(t)=\int_{0}^{t} g(t-\tau) u(\tau) d \tau
$$

where the $p \times q$ real matrix $g(t)$ is the convolution kernel. Let the convolution kernel and the corresponding transfer matrix be partitioned as

$$
\begin{gathered}
g(t)=\left[\begin{array}{ccc}
g_{11}(t) & \cdots & g_{1 q}(t) \\
\vdots & & \vdots \\
g_{p \mathbf{1}}(t) & \cdots & g_{p q}(t)
\end{array}\right]=\left[\begin{array}{c}
g_{1}(t) \\
\vdots \\
g_{p}(t)
\end{array}\right] \\
G(s)=\left[\begin{array}{ccc}
G_{11}(s) & \cdots & G_{1 q}(s) \\
\vdots & & \vdots \\
G_{p 1}(s) & \cdots & G_{p q}(s)
\end{array}\right]=\left[\begin{array}{c}
G_{1}(s) \\
\vdots \\
G_{p}(s)
\end{array}\right]
\end{gathered}
$$

where $g_{i}(t)$ is a $q$-dimensional row vector of the convolution kernel and $G_{i}(s)$ is a row vector of the transfer matrix. Now if $G$ is considered as an operator from the input space to the output space, then a norm is induced on $G$, which, loosely speaking, measures the size of the output for a given input $u$. These norms can determine the achievable performance of the system for different classes of input signals

The various input/output relationships, given different classes of input signals, are summarized in two tables below. Table 4.1 summarizes the results for fixed input signals. Note that the $\delta(t)$ in this table denotes the unit impulse and $u_{0} \in \mathbb{R}^{q}$ is a constant vector indicating the direction of the input signal.

| Input $u(t)$ | Output $z(t)$ |
| :---: | :---: |
| $u(t)=u_{0} \delta(t), u_{0} \in \mathbb{R}^{q}$ | $\\|z\\|_{2}=\left\\|G u_{0}\right\\|_{2}=\left\\|g u_{0}\right\\|_{2}$ |
|  |  |
|  |  |

Table 4.1: Output norms with fixed inputs

We now prove Table 4.1.

Proof. Note that $g(t)=\mathcal{L}^{-1}(G(s))$.
$u=u_{0} \delta(t): \quad$ If $u(t)=u_{0} \delta(t)$, then $z(t)=\eta(t) u_{0}$, so $\|z\|_{2}=\left\|g u_{0}\right\|_{2}$ and $\|z\|_{\infty}=$ $\left\|g u_{0}\right\|_{\infty}$. But by Parseval's relation, $\left\|\left.g u_{0}\right|_{2}=\right\| G u_{0} \|_{2}$. On the other hand,

$$
\begin{aligned}
\|z\|_{\mathcal{P}}^{2} & =\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} u_{1}^{*} g^{*}(t) g(t) u_{0} d t \\
& \leq \lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-\infty}^{\infty} \operatorname{Trace}\left\{g^{*}(t) g(t)\right\} d t\left\|u_{0}\right\|^{2} \\
& =\lim _{T \rightarrow \infty} \frac{1}{2 T}\|G\|_{2}^{2}\left\|u_{0}\right\|^{2}=0
\end{aligned}
$$

$u=u_{0} \sin \omega_{0} t: \quad$ With the input $u(t)=u_{0} \sin \left(w_{0} t\right)$, the $i$-th output as $t \rightarrow \infty$ is

$$
\begin{equation*}
z_{i}(t)=\left|G_{i}\left(j \omega_{0}\right) u_{0}\right| \sin \left[\omega_{i} t+\arg \left\{G_{i}\left(j \omega_{0}\right) u_{0}\right\}\right] . \tag{4.1}
\end{equation*}
$$

The 2 -norm of this signal is infinite as long as $G_{i}\left(j \omega_{0}\right) u_{0} \neq 0$, i.e., the system's transfer function does not have a zero in every channel in the input direction at the frequency of excitation.

The amplitude of the sinusoid (4.1) equals $\left|G_{i}\left(j \omega_{0}\right) u_{0}\right|$. Hence

$$
\limsup _{t \rightarrow \infty} \max _{i}\left|z_{i}(t)\right|=\max _{i}\left|G:\left(j \omega_{0}\right) u_{0}\right|=\left\|G\left(j \omega_{0}\right) u_{0}\right\|_{\infty}
$$

and

$$
\limsup _{t \rightarrow \infty}\|z(t)\|=\sqrt{\sum_{i=1}^{p}\left|G_{i}\left(j \omega_{0}\right) u_{0}\right|^{2}}=\left\|G\left(j \omega_{0}\right) u_{0}\right\|
$$

Finally, let $\phi_{i}:=\arg G_{i}(j \omega) u_{0}$. Then

$$
\begin{aligned}
\|z\|_{\mathcal{P}}^{2} & =\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} \sum_{i=1}^{p}\left|G_{i}\left(j \omega_{0}\right) u_{0}\right|^{2} \sin ^{2}\left(\omega_{0} t+\phi_{i}\right) d t \\
& =\sum_{i=1}^{p}\left|G_{i}\left(j \omega_{0}\right) u_{0}\right|^{2} \lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} \sin ^{2}\left(\omega_{0} t+\phi_{i}\right) d t \\
& =\sum_{i=1}^{p}\left|G_{i}\left(j \omega_{0}\right) u_{0}\right|^{2} \lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} \frac{1-\cos 2\left(\omega_{0} t+\phi_{i}\right)}{2} d t \\
& =\frac{1}{2} \sum_{i=1}^{p}\left|G_{i}\left(j \omega_{0}\right) u_{0}\right|^{2}=\frac{1}{2}\left\|G\left(j \omega_{0}\right) u_{0}\right\|^{2}
\end{aligned}
$$

It is interesting to see what this table signifies from the control point of view. To focus our discussion, let us assume that $u(t)=u_{0} \sin \omega_{0} t$ is a disturbance or a command
signal on a feedback system, and $z(t)$ is the tracking error. Then we say that the system has good tracking behavior if $z(t)$ is small in some sense, for instance, $\lim \sup _{t \rightarrow \infty}\|z(t)\|$ is small. Note that

$$
\limsup _{t \rightarrow \infty}\|z(t)\|=\left\|G\left(j \omega_{0}\right) u_{0}\right\|
$$

for any given $\omega_{0}$ and $u_{0} \in \mathbb{R}^{q}$. Now if we want to track signals from various channels, that is if $u_{0}$ can be chosen to be any direction, then we would require that $\bar{\sigma}\left(G\left(j \omega_{0}\right)\right)$ be small. Furthermore, if, in addition, we want to track signals of many different frequencies, we then would require that $\bar{\sigma}\left(G\left(j \omega_{0}\right)\right)$ be small at all those frequencies. This interpretation enables us to consider the control system in the frequency domain even though the specifications are given in the time domain.

Table 4.2 lists the maximum possible system gains when the input signal $u$ is not required to be a fixed signal; instead it can be any signal in a unit ball in some function space.

| Input $u(t)$ | Output $z(t)$ | Signal Norms | Induced Norms |
| :---: | :---: | :---: | :---: |
| $\mathcal{L}_{2}$ | $\mathcal{L}_{2}$ | $\\|u\\|_{2}^{2}=\int_{0}^{\infty}\\|u\\|^{2} d t$ | $\\|G\\|_{\infty}$ |
| $\mathcal{S}$ | $\mathcal{S}$ | $\\|u\\|_{\mathcal{S}}^{2}=\left\\|S_{u u}\right\\|_{\infty}$ | $\\|G\\|_{\infty}$ |
| $\mathcal{S}$ |  | $\\|u\\|_{\mathcal{P}}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left\{S_{u u}(j \omega)\right\} d \omega$ | $\\|G\\|_{2}$ |
|  | $\mathcal{P}$ | $\\|u\\|_{\mathcal{P}}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left\{S_{u u}(j \omega)\right\} d \omega$ | $\\|G\\|_{\infty}$ |
| $\mathcal{L}_{\infty}$ | $\mathcal{L}_{\infty}$ | $\\|u\\|_{\infty}=\sup _{t} \max _{i}\left\|u_{i}(t)\right\|$ | $\max _{i}\left\\|g_{i}\right\\|_{1}$ |
|  |  | $\\|u\\|_{\infty}=\sup _{t}\\|u(t)\\|$ | $\leq \int_{0}^{\infty}\\|g(t)\\| d t$ |

Table 4.2: Induced System Gains

Now we give a proof for Table 4.2. Note tlat the first row ( $\mathcal{L}_{2} \longmapsto \mathcal{L}_{2}$ ) has been shown in Section 4.3.

## Proof.

$\mathcal{S} \longmapsto \mathcal{S}: \quad$ If $u \in \mathcal{S}$, then

$$
S_{z z}(j \omega)=G(j \omega) S_{u u}(j \omega) G^{*}(j \omega)
$$

Now suppose

$$
\bar{\sigma}\left[G\left(j \omega_{0}\right)\right]:=\|G\|_{\infty}
$$

and take a signal $u$ such that $S_{u u}\left(j \omega_{0}\right)=I$. Then

$$
\left\|S_{z z}(j \omega)\right\|_{\infty}=\|G\|_{\infty}^{2}
$$

$\mathcal{S} \longmapsto \mathcal{P}: \quad$ By definition, we have

$$
\|z\|_{\mathcal{P}}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left\{G(j \omega) S_{u u}(j \omega) G^{*}(j \omega)\right\} d \omega
$$

Now let $u$ be white with unit spectral density, i.e., $S_{u u}=I$. Then

$$
\|z\|_{\mathcal{P}}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left\{G(j \omega) G^{*}(j \omega)\right\} d \omega=\|G\|_{2}^{2}
$$

$\mathcal{P} \longmapsto \mathcal{P}:$
If $u$ is a power signal, then

$$
\|z\|_{\mathcal{P}}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left\{G(j \omega) S_{u u}(j \omega) G^{*}(j \omega)\right\} d \omega
$$

and immediately, we get that

$$
\|z\|_{\mathcal{P}} \leq\|G\|_{\infty}\|u\|_{\mathcal{P}}
$$

To achieve the equality, assume that $\omega_{0}$ is such that

$$
\bar{\sigma}\left[G\left(j \omega_{0}\right)\right]=\|G\|_{\infty}
$$

and denote the singular value decomposition of $G\left(j \omega_{0}\right)$ by

$$
G\left(j \omega_{0}\right)=\bar{\sigma} u_{1}\left(j \omega_{0}\right) v_{1}^{*}\left(j \omega_{0}\right)+\sum_{i=2}^{r} \sigma_{i} u_{i}\left(j \omega_{0}\right) v_{i}^{*}\left(j \omega_{0}\right)
$$

where $r$ is the rank of $G\left(j \omega_{0}\right)$ and $u_{i}, v_{i}$ lave unit length.

If $\omega_{0}<\infty$, write $v_{1}\left(j \omega_{0}\right)$ as

$$
v_{1}(j \omega)=\left[\begin{array}{c}
\alpha_{1} e^{j \theta_{1}} \\
\alpha_{2} e^{j \theta_{2}} \\
\vdots \\
\alpha_{q} e^{j \theta_{q}}
\end{array}\right]
$$

where $\alpha_{i} \in \mathbb{R}$ is such that $\theta_{i} \in(-\pi, 0]$ and $q$ is the column dimension of $G$. Now let $0 \leq \beta_{i} \leq \infty$ be such that

$$
\theta_{i}=\angle\left(\frac{\beta_{i}-j \omega_{0}}{\beta_{i}+j \omega_{0}}\right)
$$

(with $\beta_{i}=\infty$ if $\theta_{i}=0$ ) and let the input $u$ be generated from passing $\hat{u}$ through a filter (with 1 replacing $\frac{\beta_{i}-s}{\beta_{i}+s}$ below if $\theta_{i}=0$ ):

$$
u(t)=\left[\begin{array}{c}
\alpha_{1} \frac{\beta_{1}-s}{\beta_{1}+s} \\
\alpha_{2} \frac{\beta_{2}-s}{\beta_{2}+s} \\
\vdots \\
\alpha_{q} \frac{\beta_{g}-s}{\beta_{q}+s}
\end{array}\right] \hat{u}(t)
$$

where $\hat{u}(t)=\sqrt{2} \sin \left(\omega_{0} t\right)$. Then $R_{\hat{u} \hat{u}}(\tau)=\cos \left(\omega_{0} \tau\right)$, so

$$
\|\hat{u}\|_{\mathcal{P}}=R_{\hat{u} \hat{u}}(0)=1
$$

Also,

$$
S_{\hat{u} \hat{u}}(j \omega)=\pi\left[\delta\left(\omega-\omega_{0}\right)+\delta\left(\omega+\omega_{0}\right)\right] .
$$

Then

$$
S_{u u}(j \omega)=\left[\begin{array}{c}
\alpha_{1} \frac{\beta_{1}-j \omega}{\beta_{1}+j \omega} \\
\alpha_{2} \frac{\beta_{2}-j \omega}{\beta_{2}+j \omega} \\
\vdots \\
\alpha_{q} \frac{\beta_{q}-j \omega}{\beta_{q}+j \omega}
\end{array}\right] S_{\hat{u} \hat{u}}(j \omega)\left[\begin{array}{c}
\alpha_{1} \frac{\beta_{1}-j \omega}{\beta_{1}+j \omega} \\
\alpha_{2} \frac{\frac{\beta 2}{2}-j \omega}{\beta_{2}+j \omega} \\
\vdots \\
\alpha_{q} \frac{\beta_{q}-j \omega}{\beta_{q}+j \omega}
\end{array}\right]^{*}
$$

and it is easy to show

$$
\|u\|_{\mathcal{P}}=1
$$

Finally,

$$
\begin{aligned}
\|z\|_{\mathcal{P}}^{2} & =\frac{1}{2} \bar{\sigma}\left[G\left(j \omega_{0}\right)\right]^{2}+\frac{1}{2} \bar{\sigma}\left[G\left(-j \omega_{0}\right)\right]^{2} \\
& =\bar{\sigma}\left[G\left(-j \omega_{0}\right)\right]^{2} \\
& =\|G\|_{\infty}^{2} .
\end{aligned}
$$

Similarly, if $\omega_{0}=\infty$, the conclusion follows by letting $\omega_{0} \rightarrow \infty$ in the above.

$$
\mathcal{L}_{\infty} \longmapsto \mathcal{L}_{\infty}:
$$

1. First of all, $\max _{i}\left\|g_{i}\right\|_{1}$ is an upper lound on the $\infty$-norm/ $\infty$-norm system gain:

$$
\begin{aligned}
\left|z_{i}(t)\right| & =\left|\int_{0}^{t} g_{i}(\tau) u(t-\tau) \quad \prime \tau\right| \leq \int_{0}^{t}\left|g_{i}(\tau) u(t-\tau)\right| d \tau \\
& \leq \int_{0}^{t} \sum_{j=1}^{q}\left|g_{i j}(\tau)\right| d \tau\left|u\left\|_{\infty} \leq \int_{0}^{\infty} \sum_{j=1}^{q}\left|g_{i j}(\tau)\right| d \tau\right\| u \|_{\infty}\right. \\
& =\left\|g_{i}\right\|_{1}\|u\|_{\infty}
\end{aligned}
$$

and

$$
\|z\|_{\infty}:=\max _{i} \sup _{t}\left|z_{i}(t)\right| \leq \max _{i}\left\|g_{i}\right\|_{1}\|u\|_{\infty}
$$

That $\max _{i}\left\|g_{i}\right\|_{1}$ is the least upper bound can be seen as follows: Assume that the maximum $\max _{i}\left\|g_{i}\right\|_{1}$ is achieved for $i=1$. Let $t_{0}$ be given and set

$$
u\left(t_{0}-\tau\right):=\operatorname{sign}\left(g_{1}^{*}(\tau)\right), \quad \forall \tau
$$

Note that since $g_{1}(\tau)$ is a vector funt tion, the sign function $\operatorname{sign}\left(g_{1}^{*}(\tau)\right)$ is a component-wise operation. Then $\|u\|_{\infty}=1$ and

$$
\begin{aligned}
z_{1}\left(t_{0}\right) & =\int_{0}^{t_{0}} g_{1}(\tau) u\left(t_{0}-\tau\right) d \tau \\
& =\int_{0}^{t_{0}} \sum_{j=}^{q}\left|g_{1 j}(\tau)\right| d \tau \\
& =\left\|g_{1}\right\|_{1} \cdots \int_{t_{0}}^{\infty} \sum_{j=1}^{q}\left|g_{1 j}(\tau)\right| d \tau .
\end{aligned}
$$

Hence, let $t_{0} \rightarrow \infty$, and we have $\|z\|_{\infty}=\left\|g_{1}\right\|_{1}$.
2. If $\|u(t)\|_{\infty}:=\sup _{t}\|u(t)\|$, then

$$
\begin{aligned}
\|z(t)\| & =\left\|\int_{0}^{t} g(\tau) u(t-\tau) d \tau\right\| \leq \int_{0}^{t}\|g(\tau)\|\|u(t-\tau)\| d \tau \\
& \leq \int_{0}^{t}\|g(\tau)\| d \tau \|\left. u\right|_{\infty}
\end{aligned}
$$

And, therefore, $\|z\|_{\infty} \leq \int_{0}^{\infty}\|g(\tau)\| d \tau\|u\|_{\infty}$.

Next we shall derive some simple and useful bounds for the $\mathcal{H}_{\infty}$ norm and the $\mathcal{L}_{1}$ norm of a stable system. Suppose

$$
G(s)=\left[\begin{array}{c|c}
A & B \\
\hline C & 0
\end{array}\right] \in \mathcal{R H}_{\infty}
$$

is a balanced realization, i.e., there exists

$$
\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right) \geq 0
$$

with $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{n} \geq 0$, such that

$$
A \Sigma+\Sigma A^{*}+B B^{*}=0 \quad A^{*} \Sigma+\Sigma A+C^{*} C=0
$$

Then we have the following theorem.

## Theorem 4.5

$$
\sigma_{1} \leq\|G\|_{\infty} \leq \int_{0}^{\infty}\|g(t)\| d t \leq 2 \sum_{i=1}^{n} \sigma_{i}
$$

where $g(t)=C e^{A t} B$.
Remark 4.3 It should be clear that the inequalities stated in the theorem do not depend on a particular state space realization of $G(s)$. However, use of the balanced realization does make the proof simple.

Proof. The inequality $\sigma_{1} \leq\|G\|_{\infty}$ follows from the Nehari Theorem of Chapter 8. We will now show the other inequalities. Since

$$
\mathrm{G}(s)=\int_{0}^{\infty} g(t) e^{-s t} d t, \operatorname{Re}(s)>0
$$

by the definition of $\mathcal{H}_{\infty}$ norm, we have

$$
\begin{aligned}
\|G\|_{\infty} & =\sup _{\operatorname{Re}(s)>0}\left\|\int_{\theta}^{\infty} g(t) e^{-s t} d t\right\| \\
& \leq \sup _{\operatorname{Re}(s)>0} \int_{0}^{\infty}\left\|g(t) e^{-s t}\right\| d t \\
& \leq \int_{0}^{\infty}\|g(t)\| d t
\end{aligned}
$$

To prove the last inequality, let $u_{i}$ be the $i^{t h}$ unit vector. Then

$$
u_{i}^{*} u_{j}=\delta_{i j}=\left\{\begin{array}{ll}
1 & \text { if } i=j \\
0 & \text { if } i \neq j
\end{array} \text { and } \sum_{i=1}^{n} u_{i} u_{i}^{*}=I\right.
$$

Define $\gamma_{i}(t)=u_{i}^{*} e^{A t / 2} B$ and $\psi_{i}(t)=C e^{A t / 2} u_{i}$. It is easy to verify that

$$
\begin{aligned}
& \left\|\gamma_{i}\right\|_{2}^{2}=\int_{0}^{\infty} u_{i}^{*} e^{A t / 2} B B^{*} e^{A^{*} t /-} u_{i} d t=2 u_{i}^{*} \Sigma u_{i}=2 \sigma_{i} \\
& \left\|\psi_{i}\right\|_{2}^{2}=\int_{0}^{\infty} u_{i}^{*} e^{A^{*} t / 2} C^{*} C e^{A t / 2} u_{i} d t=2 u_{i}^{*} \Sigma u_{i}=2 \sigma_{i}
\end{aligned}
$$

Using these two equalities, we have

$$
\begin{aligned}
\int_{0}^{\infty}\|g(t)\| d t & =\int_{0}^{\infty}\left\|\sum_{i=1}^{n} \psi_{i} \gamma_{i} d t \leq \sum_{i=1}^{n} \int_{0}^{\infty}\right\| \psi_{i} \gamma_{i} \| d t \\
& \leq \sum_{i=1}^{n}\left\|\psi_{i}\right\|_{2}\left\|\gamma_{i}\right\|_{2} \leq 2 \sum_{i=1}^{n} \sigma_{i}
\end{aligned}
$$

It should be clear from the above two tables that many system performance criteria can be stipulated as requiring a certain closed loop transfer matrix have small $\mathcal{H}_{2}$ norm or $\mathcal{H}_{\infty}$ norm or $L_{1}$ norm. Moreover, if $L_{1}$ performance is satisfied, then the $\mathcal{H}_{\infty}$ norm performance is also satisfied. We will be most inverested in $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ performance in this book.

### 4.6 Computing $\mathcal{L}_{2}$ and $\mathcal{H}_{2}$ Norms

Let $G(s) \in \mathcal{L}_{2}$ and recall that the $\mathcal{L}_{2}$ norm of $G$ is defined as

$$
\begin{aligned}
\|G\|_{2} & :=\sqrt{\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left\{G^{*}(j \omega) G(j \omega)\right\} d \omega} \\
& =\|g\|_{2} \\
& =\sqrt{\int_{-\infty}^{\infty} \operatorname{Trace}\left\{g^{*}(t) g(t)\right\} d t}
\end{aligned}
$$

where $g(t)$ denotes the convolution kernel of $G$.
It is easy to see that the $\mathcal{L}_{2}$ norm defined above is finite iff the transfer matrix $G$ is strictly proper, i.e., $G(\infty)=0$. Hence, we will generally assume that the transfer matrix is strictly proper whenever we refer to the $\mathcal{L}_{2}$ norm of $G$ (of course, this also applies to $\mathcal{H}_{2}$ functions). One straightforward way of computing the $\mathcal{L}_{2}$ norm is to use contour integral. Suppose $G$ is strictly proper, and then we have

$$
\begin{aligned}
\|G\|_{2}^{2} & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left\{\left(i^{*}(j \omega) G(j \omega)\right\} d \omega\right. \\
& =\frac{1}{2 \pi j} \oint \operatorname{Trace}\left\{G^{\sim}(s) G(s)\right\} d s
\end{aligned}
$$

The last integral is a contour integral along the imaginary axis, and around an infinite semi-circle in the left half-plane; the contribution to the integral from this semi-circle equals zero because $G$ is strictly proper. By the residue theorem, $\|G\|_{2}^{2}$ equals the sum of the residues of $\operatorname{Trace}\left\{G^{\sim}(s) G(s)\right\}$ at its poles in the left half-plane.

Although $\|G\|_{2}$ can, in principle, be computed from its definition or from the method suggested above, it is useful in many applications to have alternative characterizations and to take advantage of the state space representations of $G$. The computation of a $\mathcal{R} \mathcal{H}_{2}$ transfer matrix norm is particularly simple.

Lemma 4.6 Consider a transfer matrix

$$
G(s)=\left[\begin{array}{l|l}
A & B \\
\hline C & 0
\end{array}\right]
$$

with A stable. Then we have

$$
\begin{equation*}
\|G\|_{2}^{2}=\operatorname{trace}\left(B^{*} L_{o} B\right)=\operatorname{trace}\left(C L_{c} C^{*}\right) \tag{4.2}
\end{equation*}
$$

where $L_{o}$ and $L_{c}$ are observability and controllability Gramians which can be obtained from the following Lyapunov equations

$$
A L_{c}+L_{c} A^{*}+B B^{*}=0 \quad A^{*} L_{o}+L_{o} A+C^{*} C=0
$$

Proof. Since $G$ is stable, we have

$$
g(t)=\mathcal{L}^{-1}(G)= \begin{cases}C e^{A t} B, & t \geq 0 \\ 0, & t<0\end{cases}
$$

and

$$
\begin{aligned}
\|G\|_{2}^{2} & =\int_{0}^{\infty} \operatorname{Trace}\left\{g^{*}(t) g(t)\right\} d t=\int_{0}^{\infty} \operatorname{Trace}\left\{g(t) g(t)^{*}\right\} d t \\
& =\int_{0}^{\infty} \operatorname{Trace}\left\{B^{*} e^{A^{*} t} C^{*} C e^{A t} B\right\} d t=\int_{0}^{\infty} \operatorname{Trace}\left\{C e^{A t} B B^{*} e^{A^{*} t} C^{*}\right\} d t
\end{aligned}
$$

The lemma follows from the fact that the controllability Gramian of $(A, B)$ and the observability Gramian of $(C, A)$ can be represented as

$$
L_{o}=\int_{0}^{\infty} e^{A^{*} t} C^{*} C e^{A t} d t, \quad L_{c}=\int_{0}^{\infty} e^{A t} B B^{*} e^{A^{*} t} d t
$$

which can also be obtained from

$$
A L_{\mathrm{c}}+L_{c} A^{*}+B B^{*}=0 \quad A^{*} L_{o}+L_{o} A+C^{*} C=0
$$

To compute the $\mathcal{L}_{2}$ norm of a rational transfer function, $\mathrm{G}(\mathrm{s}) \in \mathcal{L}_{2}$, using state space approach. Let $\mathrm{G}(\mathrm{s})=[\mathrm{G}(\mathrm{s})]++[\mathrm{G}(\mathrm{s})]-$ with $G_{+} \in \mathcal{R} \mathcal{H}_{2}$ and $G_{-} \in \mathcal{R} \mathcal{H}_{2}^{\perp}$. Then

$$
\|G\|_{2}^{2}=\left\|[G(s)]_{+}\right\|_{2}^{2}+\|[G(s)]-\|_{2}^{2}
$$

where $\|[G(s)]+\|_{2}$ and $\|[G(s)]-\|_{2}=\left\|[G(-s)]_{+}\right\|_{2}$ can be computed using the above lemma.

Still another useful characterization of the $\mathcal{H}_{2}$ norm of $G$ is in terms of hypothetical input-output experiments. Let $e_{i}$ denote the $i^{\text {th }}$ standard basis vector of $\mathbb{R}^{m}$ where m is the input dimension of the system. Apply the impulsive input $\delta(t) e_{i}(\delta(t)$ is the unit impulse) and denote the output by $z_{i}(t)\left(=g(t)\left(_{i}\right)\right.$. Assume $D=0$, and then $z_{i} \in \mathcal{L}_{2+}$ and

$$
\|G\|_{2}^{2}=\sum_{i=1}^{m}\left\|w_{i}\right\|_{2}^{2}
$$

Note that this characterization of the $\mathcal{H}_{2}$ norm can be appropriately generalized for nonlinear time varying systems, see Chen and Francis [1992] for an application of this norm in sampled-data control.

### 4.7 Computing $\mathcal{L}_{\infty}$ and $\mathcal{H}_{\infty}$ Norms

We shall first consider, as in the $\mathcal{L}_{2}$ case, how to rompute the $\infty$ norm of an $\mathcal{L}_{\infty}$ transfer matrix. Let $G(s) \in \mathcal{L}_{\infty}$ and recall that the $\mathcal{L}_{\infty}$ norm of a transfer function $G$ is defined as

$$
\|G\|_{\infty}:=\operatorname{ess} \sup _{\omega} \bar{\sigma}\{G(j \omega)\}
$$

The computation of the $\mathcal{L}_{\infty}$ norm of G is complicated and requires a search. A control engineering interpretation of the infinity norm of a scalar transfer function $G$ is the distance in the complex plane from the origin to the farthest point on the Nyquist plot of $G$, and it also appears as the peak value on the Bode magnitude plot of $|G(j \omega)|$. Hence the $\infty$ of a transfer function can in principle be obtained graphically.

To get an estimate, set up a fine grid of frequency points,

$$
\left\{\omega_{1}, \cdots, \omega_{N}\right\}
$$

Then an estimate for $\|G\|_{\infty}$ is

$$
\max _{1 \leq k \leq N} \bar{\sigma}\left\{G\left(j \omega_{k}\right)\right\}
$$

This value is usually read directly from a Bode singular value plot. The $\mathcal{L}_{\infty}$ norm can also be computed in state space if $G$ is rational.

Lemma 4.7 Let $\gamma>0$ and

$$
G(s)=\left[\begin{array}{l|l}
A & B  \tag{4.3}\\
\hline C & D
\end{array}\right] \in \mathcal{R} \mathcal{L}_{\infty}
$$

Then $\|G\|_{\infty}<\gamma$ if and only if $\bar{\sigma}(D)<\gamma$ and $H$ has no eigenualues on the imaginary axis where

$$
H:=\left[\begin{array}{cc}
A+B R^{-1} D^{*} C & B R^{-1} B^{*}  \tag{4.4}\\
-C^{*}\left(I+D R^{-1} D^{*}\right) C & -\left(A+B R^{-1} D^{*} C\right)^{*}
\end{array}\right.
$$

and $R=\gamma^{2} I-D^{*} D$.

Proof. Let $\Phi(s)=\gamma^{2} I-G^{\sim}(s) G(s)$. Then it is clear that $\|G\|_{\infty}<\gamma$ if and only if $\Phi(j \omega)>0$ for all $\omega \in \mathbb{R}$. Since $\Phi(\infty)=R>0$ and since $\Phi(j \omega)$ is a continuous function of $w, \Phi(j \omega)>0$ for all $w \in \mathbb{R}$ if and only if $\Phi(j \omega)$ is nonsingular for all $w \in \mathbb{R} \cup\{c m\}$, i.e., $\Phi(s)$ has no imaginary axis zero. Equivalently, $\Phi^{-1}(s)$ has no imaginary axis pole. It is easy to compute by some simple algebra that

$$
\Phi^{-1}(s)=\left[\begin{array}{c|c}
H & B R^{-1} \\
\hline\left[R^{-1} D^{*} C \quad R^{-1} B^{*}\right] & R^{-1}
\end{array}\right] .
$$

Thus the conclusion follows if the above realization has neither uncontrollable modes nor unobservable modes on the imaginary axis. Assume that $j \omega_{0}$ is an eigenvalue of $H$ but not a pole of $\Phi^{-1}(s)$. Then $j \omega_{0}$ must be either an unobservable mode of ( $\left[\quad R^{-1} D^{*} C R^{-1} B^{*}\right], H$ )r an uncontrollable mode of $\left(H,\left[\begin{array}{c}B R^{-1} \\ \left.-C^{*} D R^{-1}\right)_{j} \text {. N o w }\end{array}\right.\right.$ suppose $j \omega_{0}$ is an unobservable mode of $\left(\left[\begin{array}{ll}R^{-1} D^{*} C & R^{-1} B^{*}\end{array}\right], H\right)$. Then there exists an $x_{0}=\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right] \neq 0$ such that

$$
H x_{0}=j \omega_{0} x_{0},\left[R^{-1} D^{*} C R^{-1} B^{*}\right] x_{0}=0
$$

These equations can be simplified to

$$
\begin{gathered}
\left(j \omega_{0} I-A\right) x_{1}=0 \\
\left(j \omega_{0} I+A^{*}\right) x_{2}=-C^{*} C x_{1} \\
D^{*} C x_{1}+B^{*} x_{2}=0
\end{gathered}
$$

Since $A$ has no imaginary axis eigenvalues, we have $x_{1}=0$ and $x_{2}=0$. This contradicts our assumption, and hence the realization has no unobservable modes on the imaginary axis.

Similarly, a contradiction will also be arrived if $j \omega_{0}$ is assumed to be an uncontrollable mode of (H, $\left[\left.\begin{array}{c}B R^{-1} \\ -C^{*} D R^{-1}\end{array} \right\rvert\,\right.$ ).

## Bisection Algorithm

Lemma 4.7 suggests the following bisection algorithm to compute $\mathcal{R} \mathcal{L}_{\infty}$ norm:
(a) select an upper bound $\gamma_{u}$ and a lower bou id $\gamma_{l}$ such that $\gamma_{l} \leq\|G\|_{\infty} \leq \gamma_{u}$;
(b) if $\left(\gamma_{u}-\gamma_{l}\right) / \gamma_{l}$ <specified level, stop; $\|G\| \approx\left(\gamma_{u}+\gamma_{l}\right) / 2$. Otherwise go to next step;
(c) set $\gamma=\left(\gamma_{l}+\gamma_{u}\right) / 2$;
(d) test if $\|G\|_{\infty}<\gamma$ by calculating the eigenv ilues of $H$ for the given $\gamma$;
(e) if $H$ has an eigenvalue on $j \mathbb{R}$ set $\gamma_{l}=\gamma$; otherwise set $\gamma_{u}=\gamma$; go back to step (b).

Of course, the above algorithm applies to $\mathcal{H}_{\infty}$ norm computation as well. Thus $\mathcal{L}_{\infty}$ norm computation requires a search, over eithe: $\gamma$ or $\omega$, in contrast to $\mathcal{L}_{2}\left(\mathcal{H}_{2}\right)$ norm computation, which does not. A somewhat analogous situation occurs for constant matrices with the norms $\|M\|_{2}^{2}=\operatorname{trace}\left(M^{*} M\right)$ and $\|M\|_{\infty}=\bar{\sigma}[M]$. In principle, $\|M\|_{2}^{2}$ can be computed exactly with a finite number of operations, as can the test for whether $\bar{\sigma}(M)<\gamma\left(\right.$ e.g. $\gamma^{2} I-M^{*} M>0$ ), but the value of $\bar{\sigma}(M)$ cannot. To compute $\bar{\sigma}(M)$, we must use some type of iterative algorithm.

Remark 4.4 It is clear that $\|G\|_{\infty}<\gamma$ iff $\left\|\gamma^{-1} G\right\|_{\infty}<1$. Hence, there is no loss of generality to assume $\gamma=1$. This assumption will often be made in the remainder of this book. It is also noted that there are other fast algorithms to carry out the above norm computation; nevertheless, this bisection algorithm is the simplest.

The $\mathcal{H}_{\infty}$ norm of a stable transfer function (an also be estimated experimentally using the fact that the $\mathcal{H}_{\infty}$ norm of a stable transter function is the maximum magnitude of the steady-state response to all possible unit i mplitude sinusoidal input signals.

### 4.8 Notes and References

The basic concept of function spaces presented in this chapter can be found in any standard functional analysis textbook, for instant e, Naylor and Sell [1982] and Gohberg and Goldberg [1981]. The system theoretical ints rpretations of the norms and function spaces can be found in Desoer and Vidyasagar [1975]. The bisection $\mathcal{H}_{\infty}$ norm computational algorithm is first developed in Boyd, Balakrishnan, and Kabamba [1989]. A more efficient $\mathcal{L}_{\infty}$ norm computational algorithm is 1 resented in Bruinsma and Steinbuch [1990].


## Stability and Performance of Feedback Systems

This chapter introduces the feedback structure and discusses its stability and performance properties. The arrangement of this chapter is as follows: Section 5.1 discusses the necessity for introducing feedback structure and describes the general feedback configuration. In section 5.2, the well-posedness of the feedback loop is defined. Next, the notion of internal stability is introduced and the relationship is established between the state space characterization of internal stability and the transfer matrix characterization of internal stability in section 5.3. The stable coprime factorizations of rational matrices are also introduced in section 5.4. Section 5.5 considers feedback properties and discusses how to achieve desired performance using feedback control. These discussions lead to a loop shaping control design technique which is introduced in section 5.6. Finally, we consider the mathematical formulations of optimal $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ control problems in section 5.7.

### 5.1 Feedback Structure

In designing control systems, there are several fundamental issues that transcend the boundaries of specific applications. Although they may differ for each application and may have different levels of importance, these issues are generic in their relationship to control design objectives and procedures. Central to these issues is the requirement to provide satisfactory performance in the face of modeling errors, system variations, and
uncertainty. Indeed, this requirement was the original motivation for the development of feedback systems. Feedback is only required when system performance cannot be achieved because of uncertainty in system characteristics. The more detailed treatment of model uncertainties and their representations will be discussed in Chapter 9.

For the moment, assuming we are given a noodel including a representation of uncertainty which we believe adequately captures the essential features of the plant, the next step in the controller design process is to determine what structure is necessary to achieve the desired performance. Prefiltering input signals (or open loop control) can change the dynamic response of the model set but cannot reduce the effect of uncertainty. If the uncertainty is too great to achieve the desired accuracy of response, then a feedback structure is required. The mere assumption of a feedback structure, however, does not guarantee a reduction of uncertainty, and there are many obstacles to achieving the uncertainty-reducing benefits of feedback. In particular, since for any reasonable model set representing a physical system uncertainty becomes large and the phase is completely unknown at sufficiently high frequencies, the loop gain must be small at those frequencies to avoid destabilizing the high frequency system dynamics. Even worse is that the feedback system actually increases uncertainty and sensitivity in the frequency ranges where uncertainty is significantly large. In other words, because of the type of sets required to reasonably model physical systems and because of the restriction that our controllers be causal, we cannot use feet back (or any other control structure) to cause our closed-loop model set to be a projer subset of the open-loop model set. Often, what can be achieved with intelligent use of feedback is a significant reduction of uncertainty for certain signals of importance with a small increase spread over other signals. Thus, the feedback design problem centers around the tradeoff involved in reducing the overall impact of uncertainty. This tradeoff also occurs, for example, when using feedback to reduce command/disturbance error while minimizing response degradation due to measurement noise. To be of practical value, a design technique must provide means for performing these tradeoffs. We will discuss these tradeoffs in more detail later in section 5.5 and in Chapter 6.

To focus our discussion, we will consider the $: \dagger$ andard feedback configuration shown in Figure 5.1. It consists of the interconnected plant $\boldsymbol{P}$ and controller $K$ forced by


Figure 5.1: Standard Feedback Configuration
command $r$, sensor noise $n$, plant input disturbance $d_{i}$, and plant output disturbance d. In general, all signals are assumed to be multivariable, and all transfer matrices are assumed to have appropriate dimensions.

### 5.2 Well-Posedness of Feedback Loop

Assume that the plant $\mathbf{P}$ and the controller $\mathbf{K}$ in Figure 5.1 are fixed real rational proper transfer matrices. Then the first question one would ask is whether the feedback interconnection makes sense or is physically realizable. To be more specific, consider a simple example where

$$
P=-\frac{s-1}{s+2}, \quad \mathrm{~K}=1
$$

are both proper transfer functions, However,

$$
u=\frac{(s+2)}{3}(r-n-d)-\frac{s-1}{3} d_{i}
$$

i.e., the transfer functions from the external signals $r-n-\mathbf{d}$ and $d_{i}$ to $u$ are not proper. Hence, the feedback system is not physically realizable!

Definition 5.1 A feedback system is said to be well-posed if all closed-loop transfer matrices are well-defined and proper.

Now suppose that all the external signals $r, \mathbf{n}, \mathbf{d}$, and $d_{i}$ are specified and that the closed-loop transfer matrices from them to $u$ are respectively well-defined and proper. Then, $y$ and all other signals are also well-defined and the related transfer matrices are proper. Furthermore, since the transfer matrices from $\mathbf{d}$ and n to $u$ are the same and differ from the transfer matrix from $r$ to $\boldsymbol{u}$ by only a sign, the system is well-posed if and only if the transfer matrix from $\left[\begin{array}{ll}d_{i} \\ d & \text { I }\end{array}\right.$ to $u$ exists and is proper.

In order to be consistent with the notation used in the rest of the book, we shall denote

$$
\hat{K}:=-K
$$

and regroup the external input signals into the feedback loop as $w_{1}$ and $w_{2}$ and regroup the input signals of the plant and the controller as $e_{1}$ and $e_{2}$. Then the feedback loop with the plant and the controller can be simply represented as in Figure 5.2 and the system is well-posed if and only if the transfer matrix from $\left[\begin{array}{l}w_{1} \\ w_{2}\end{array}\right]$ to $e_{1}$ exists and is proper.
Lemma 5.1 The feedback system in Figure 5.2 is well-posed if and only if

$$
\begin{equation*}
I=\hat{K}(\infty) P(\infty) \tag{5.1}
\end{equation*}
$$

## is invertible.



Figure 5.2: Internal Stability Analysis Diagram

Proof. The system in the above diagram can le represented in equation form as

$$
\begin{aligned}
e_{1} & =w_{1}+\hat{f} e_{2} \\
e_{2} & =w_{2}+P e_{1}
\end{aligned}
$$

Then an expression for $e_{1}$ can be obtained as

$$
(\boldsymbol{I}-\hat{K} P) e_{1}=w_{1}+\hat{K} w_{2}
$$

Thus well-posedness is equivalent to the condition that $(I-\hat{K} P)^{-1}$ exists and is proper. But this is equivalent to the condition that the constant term of the transfer function I $-\hat{K} P$ is invertible.

It is straightforward to show that (5.1) is equivalent to either one of the following two conditions:

$$
\begin{gather*}
{\left[\begin{array}{cc}
\boldsymbol{I} & -\hat{K}(\infty) \\
-P(\infty) & I \\
I
\end{array}\right. \text { is invertible; }}  \tag{5.2}\\
I-P(\infty) \hat{K}(\infty) \text { is invertible. }
\end{gather*}
$$

The well-posedness condition is simple to state in terms of state-space realizations. Introduce realizations of $\boldsymbol{P}$ and $\hat{K}$ :

$$
\begin{align*}
P & =\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]  \tag{5.3}\\
\hat{K} & =\left[\begin{array}{c|c}
\hat{A} & \hat{B} \\
\hline \hat{C} & \hat{D}
\end{array}\right] \tag{5.4}
\end{align*}
$$

Then $P(\infty)=\boldsymbol{D}$ and $\hat{K}(\infty)=\hat{D}$. For example, well-posedness in (5.2) is equivalent to the condition that

$$
\left[\begin{array}{cc}
I & -\hat{D}  \tag{5.5}\\
-D & I
\end{array}\right] \text { is invertible. }
$$

Fortunately, in most practical cases we will have $\boldsymbol{D}=0$, and hence well-posedness for most practical control systems is guaranteed.

### 5.3 Internal Stability

Consider a system described by the standard block diagram in Figure 5.2 and assume the system is well-posed. Furthermore, assume that the realizations for $P(s)$ and $\hat{K}(s)$ given in equations (5.3) and (5.4) are stabilizable and detectable.

Let x and $\hat{x}$ denote the state vectors for $P$ and $\hat{K}$, respectively, and write the state equations in Figure 5.2 with $w_{1}$ and $w_{2}$ set to zero:

$$
\begin{align*}
\dot{x} & =A x+B e_{1}  \tag{5.6}\\
e_{2} & =C x+D e_{1}  \tag{5.7}\\
\hat{x} & =\hat{A} \hat{x}+\hat{B} e_{2}  \tag{5.8}\\
e_{1} & =\hat{C} \hat{x}+\hat{D} e_{2} . \tag{5.9}
\end{align*}
$$

Definition 5.2 The system of Figure 5.2 is said to be internally stable if the origin $(\mathrm{z}, \hat{x})=(0,0)$ is asymptotically stable, i.e., the states $(x, \hat{x})$ go to zero from all initial states when $w_{1}=0$ and $w_{2}=0$.

Note that internal stability is a state space notion. To get a concrete characterization of internal stability, solve equations (5.7) and (5.9) for $e_{1}$ and $e_{2}$ :

$$
\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right]=\left[\begin{array}{cc}
I & -\hat{D} \\
-D & I
\end{array}\right]^{-1}\left[\begin{array}{cc}
0 & \hat{C} \\
C & 0
\end{array}\right]\left[\begin{array}{l}
x \\
\hat{x}
\end{array}\right] .
$$

Note that the existence of the inverse is guaranteed by the well-posedness condition. Now substitute this into (5.6) and (5.8) to get

$$
\left[\begin{array}{l}
\dot{x} \\
\dot{\hat{x}}
\end{array}\right]=\tilde{A}\left[\begin{array}{l}
x \\
\hat{x}
\end{array}\right]
$$

where

$$
\tilde{A}=\left[\begin{array}{cc}
A & 0 \\
0 & \hat{A}
\end{array}\right]+\left[\begin{array}{cc}
B & 0 \\
0 & \hat{B}
\end{array}\right]\left[\begin{array}{cc}
I & -\hat{D} \\
-D & I
\end{array}\right]^{-1}\left[\begin{array}{cc}
0 & \hat{C} \\
C & 0
\end{array}\right] .
$$

Thus internal stability is equivalent to the condition that $\tilde{A}$ has all its eigenvalues in the open left-half plane. In fact, this can be taken as a definition of internal stability.

Lemma 5.2 The system of Figure 5.2 with given stabilizable and detectable realizations for $P$ and $\hat{K}$ is internally stable if and only if $\tilde{A}$ is a Hurwitz matrix.

It is routine to verify that the above definition of internal stability depends only on $P$ and $\hat{K}$, not on specific realizations of them as long as the realizations of $P$ and $\hat{K}$ are both stabilizable and detectable, i.e., no extra unstable modes are introduced by the realizations.

The above notion of internal stability is defined in terms of state-space realizations of $P$ and $\hat{K}$. It is also important and useful to characterize internal stability from the
transfer matrix point of view. Note that the feedback system in Figure 5.2 is described, in term of transfer matrices, by

$$
\left[\begin{array}{cc}
I & -\hat{K}  \tag{5.10}\\
-P & I
\end{array}\right]\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right]=\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right]
$$

Now it is intuitively clear that if the system in Figure 5.2 is internally stable, then for all bounded inputs $\left(w_{1}, w_{2}\right)$, the outputs ( $e_{1}, e_{2}$ ) are also bounded. The following lemma shows that this idea leads to a transfer matrix characterization of internal stability.

Lemma 5.3 The system in Figure 5.2 is internally stable if and only if the transfer matrix

$$
\begin{align*}
& {\left[\begin{array}{cc}
I & -\hat{K} \\
-P & I
\end{array}\right]^{-1} }=\left[\begin{array}{cc}
(I-\hat{K} P)^{-1} & \hat{K}(I-P \hat{K})^{-1} \\
P(I-\hat{K} P)^{-1} & (I-P \hat{K})^{-1}
\end{array}\right]  \tag{5.11}\\
&=\left[\begin{array}{cc}
I+\hat{K}(I-I \hat{K})^{-1} P & \hat{K}(I-P \hat{K})^{-1} \\
(I-P \hat{K})^{-1} P & (I-P \hat{K})^{-1}
\end{array}\right. \\
& \mathrm{I}
\end{align*}
$$

from $\left(w_{1}, w_{2}\right)$ to $\left(e_{1}, e_{2}\right)$ belongs to $\mathcal{R} \mathcal{H}_{\infty}$.
Proof. As above let $\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ and $\left[\begin{array}{c|c}\hat{A} & \hat{B} \\ \hline \hat{C} & \hat{D}\end{array}\right]$ be stabilizable and detectable realiza-, tions of $P$ and $\hat{K}$, respectively. Let $y_{1}$ denote the output of $P$ and $y_{2}$ the output of $\hat{K}$. Then the state-space equations for the system in Figure 5.2 are

$$
\begin{aligned}
& {\left[\begin{array}{l}
\dot{x} \\
\dot{x}
\end{array}\right] }=\left[\begin{array}{ll}
A & 0 \\
0 & \hat{A}
\end{array}\right]\left[\begin{array}{l}
x \\
\hat{x}
\end{array}\right]+\left[\begin{array}{cc}
B & 0 \\
0 & \hat{B}
\end{array}\right]\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right] \\
& {\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]=\left[\begin{array}{ll}
C & 0 \\
0 & \hat{C}
\end{array}\right]\left[\begin{array}{l}
x \\
\hat{x}
\end{array}\right]+\left[\begin{array}{cc}
D & 0 \\
0 & \hat{D}
\end{array}\right]\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right] } \\
& {\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right]=\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right]+\left[\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right] . }
\end{aligned}
$$

The last two equations can be rewritten as

$$
\left[\begin{array}{cc}
I & -\hat{D} \\
-D & I
\end{array}\right]\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right]=\left[\begin{array}{cc}
0 & \hat{C} \\
C & 0
\end{array}\right]\left[\begin{array}{l}
x \\
\hat{x}
\end{array}\right]+\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right]
$$

Now suppose that this system is internally stable. Then the well-posedness condition implies that $(\mathrm{I}-D \hat{D})=(I-P \hat{K})(\infty)$ is invertible. Hence, $(\mathrm{I}-P k)$ is invertible. Furthermore, since the eigenvalues of

$$
\tilde{A}=\left[\begin{array}{cc}
A & 0 \\
0 & \hat{A}
\end{array}\right]+\left[\begin{array}{cc}
B & 0 \\
0 & \hat{B}
\end{array}\right]\left[\begin{array}{cc}
I & -\hat{D} \\
-D & I
\end{array}\right]^{-1}\left[\begin{array}{cc}
0 & \hat{C} \\
C & 0
\end{array}\right]
$$

are in the open left-half plane, it follows that the transfer matrix from $\left(w_{1}, w_{2}\right)$ to ( $e_{1}$, es) given in (5.11) is in $\mathcal{R} \mathcal{H}_{\infty}$.

Conversely, suppose that $(I-P \hat{K})$ is invertible and the transfer matrix in (5.11) is in $\mathcal{R} \mathcal{H}_{\infty}$. Then, in particular, $(I-P \hat{K})^{-1}$ is proper which implies that $(I-P \hat{K})(\infty)=$ $(I-D \hat{D})$ is invertible. Therefore,

$$
\tilde{D}:=\left[\begin{array}{cc}
I & -\hat{D} \\
-D & I
\end{array}\right]
$$

is nonsingular. Now routine calculations give the transfer matrix from $\left[\begin{array}{l}w_{1} \\ w_{2}\end{array}\right]$ to $\left[\begin{array}{l}e_{1} \\ e_{2}\end{array}\right]$ in terms of the state space realizations:

$$
\tilde{D}^{-1}\left\{\left[\begin{array}{cc}
I & -\hat{D} \\
-D & I
\end{array}\right]+\left[\begin{array}{cc}
0 & \hat{C} \\
C & 0
\end{array}\right](s I-\tilde{A})^{-1}\left[\begin{array}{cc}
B & 0 \\
0 & \hat{B}
\end{array}\right]\right\} \tilde{D}^{-1}
$$

Since the above transfer matrix belongs to $\mathcal{R} \mathcal{H}_{\infty}$, it follows that

$$
\left[\begin{array}{ll}
0 & \hat{C} \\
C & 0
\end{array}\right](s I-\tilde{A})^{-1}\left[\begin{array}{cc}
B & 0 \\
0 & \hat{B}
\end{array}\right]
$$

as a transfer matrix belongs to $\mathcal{R} \mathcal{H}_{\infty}$. Finally, since $(\boldsymbol{A}, B, \mathrm{C})$ and (A, $\left.\hat{B}, \hat{C}\right)$ are stabilizable and detectable,

$$
\left(\tilde{A},\left[\begin{array}{cc}
B & 0 \\
0 & \hat{B}
\end{array}\right],\left[\begin{array}{ll}
0 & \hat{C} \\
C & 0
\end{array}\right]\right)
$$

is stabilizable and detectable. It then follows that the eigenvalues of $\tilde{A}$ are in the open left-half plane.

Note that to check internal stability, it is necessary (and sufficient) to test whether each of the four transfer matrices in (5.11) is in $\mathcal{R H}_{\infty}$. Stability cannot be concluded even if three of the four transfer matrices in (5.11) are in $\mathcal{R H}_{\infty}$. For example, let an interconnected system transfer function be given by

$$
P=\frac{\mathrm{s}-1}{s+1}, \quad \hat{K}=-\frac{1}{\mathrm{~s}-1} .
$$

Then it is easy to compute

$$
\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right]=\left[\begin{array}{cc}
\frac{s+1}{s+2} & -\frac{s+1}{(s-1)(s+2)} \\
\frac{s-1}{s+2} & \frac{s+1}{s+2}
\end{array}\right]\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right]
$$

which shows that the system is not internally stable although three of the four transfer functions are stable. This can also be seen by calculating the closed-loop A-matrix with any stabilizable and detectable realizations of $\boldsymbol{P}$ and $\hat{K}$.

Remark 5.1 It should be noted that internal stability is a basic requirement for a practical feedback system. This is because all interconnected systems may be unavoidably subject to some nonzero initial conditions and some (possibly small) errors, and it cannot be tolerated in practice that such errors at some locations will lead to unbounded signals at some other locations in the closed-loop system. Internal stability guarantees that all signals in a system are bour ded provided that the injected signals (at any locations) are bounded.

However, there are some special cases under which determining system stability is simple.

Corollary 5.4 Suppose $\hat{K} \in \mathcal{R} \mathcal{H}_{\infty}$. Then the system in Figure 5.2 is internally stable if and only if it is well-posed and $P(I-\hat{K} P)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$.

Proof. The necessity is obvious. To prove the sufficiency, it is sufficient to show that $(I-P \hat{K})^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$. But this follows from

$$
\left(\begin{array}{l}
I \quad P \hat{K})^{-1}=I+(I-P \hat{K})^{-1} P \hat{K}
\end{array}\right.
$$

and $(\mathrm{I}-P \hat{K})^{-1} P, \hat{K} \in \mathcal{R H}_{\infty}$.

This corollary is in fact the basis for the classical control theory where the stability is checked only for one closed-loop transfer function with the implicit assumption that the controller itself is stable. Also, we have

Corollary 5.5 Suppose $P \in \mathcal{R} \mathcal{H}_{\infty}$. Then the sustem in Figure 5.2 is internally stable if and only if it is well-posed and $\hat{K}(I-P \hat{K})^{-1} \subseteq \mathcal{R} \mathcal{H}_{\infty}$.

Corollary 5.6 Suppose $P \in \mathcal{R} \mathcal{H}_{\infty}$ and $\hat{K} \in \mathcal{R} \mathcal{H}_{\infty}$. Then the system in Figure 5.2 is internally stable if and only if $(I-P K)^{-1} \in \mathcal{R} \mathcal{F}_{\infty}$.

To study the more general case, define

$$
\begin{aligned}
& n_{k}:=\text { number of open rlp poles of } \hat{K}(s) \\
& n_{p}:=\text { number of open rl.p poles of } P(s) .
\end{aligned}
$$

Theorem 5.7 The system is internally stable if and only if it is well-posed and
(i) the number of open rhp poles of $P(s) \hat{K}(s)=:=n_{k}+n_{p}$;
(ii) $\phi(s):=\operatorname{det}(I-P(s) \hat{K}(s))$ has all its zeros in the open left-half plane (i.e., $(I-P(s) K(s))^{-1}$ is stable $)$.

Proof. It is easy to show that $P \hat{K}$ and $(I-P \hat{K})^{-1}$ have the following realizations:

$$
\begin{aligned}
& P \hat{K}=\left[\begin{array}{cc|c}
A & B \hat{C} & B \hat{D} \\
0 & \hat{A} & \hat{B} \\
\hline C & D \hat{C} & D \hat{D}
\end{array}\right] \\
& (I-\quad P \hat{K})^{-1}\left[\begin{array}{c|c}
\bar{A} & \bar{B} \\
\hline \bar{C} & \bar{D}
\end{array}\right]
\end{aligned}
$$

where

$$
\left.\begin{array}{l}
\bar{A}=\left[\begin{array}{cc}
A & B \hat{C} \\
0 & \hat{A}
\end{array}\right]+\left[\begin{array}{c}
B \hat{D} \\
\hat{B}
\end{array}\right](I-D \hat{D})^{-1}\left[\begin{array}{ll}
C & D \hat{C}
\end{array}\right] \\
\bar{B}
\end{array}\right]\left[\begin{array}{c}
B \hat{D} \\
\hat{B}
\end{array}\right](I-D \hat{D})^{-1} .
$$

It is also easy to see that $\bar{A}=\tilde{A}$. Hence, the system is internally stable iff $\bar{A}$ is stable.
Now suppose that the system is internally stable, then $\left(I \quad P I ?-\mathcal{R H}_{\infty}\right.$. This implies that all zeros of $\operatorname{det}(I-P(s) \hat{K}(s))$ must be in the left-half plane. So we only need to show that given condition (ii), condition (i) is necessary and sufficient for the internal stability. This follows by noting that $(\bar{A}, \bar{B})$ is stabilizable iff

$$
\left(\left[\begin{array}{cc}
A & B \hat{C}  \tag{5.12}\\
0 & \hat{A}
\end{array}\right],\left[\begin{array}{c}
B \hat{D} \\
\hat{B}
\end{array}\right]\right)
$$

is stabilizable; and $(\bar{C}, \bar{A})$ is detectable iff

$$
\left(\left[\begin{array}{ll}
C & D \hat{C}
\end{array}\right],\left[\begin{array}{cc}
A & B \hat{C}  \tag{5.13}\\
0 & \hat{A}
\end{array}\right]\right)
$$

is detectable. But conditions (5.12) and (5.13) are equivalent to condition (i), i.e., PI? has no unstable pole/zero cancelations.

With this observation, the MIMO version of the Nyquist stability theorem is obvious.
Theorem 5.8 (Nyquist Stability Theorem) The system is internally stable if and only if it is well-posed, condition (i) in Theorem 5.7 is satisfied and the Nyquist plot of $\phi(j \omega)$ for $-\infty \leq w \leq \infty$ encircles the origin, $(0,0), n_{k}+n_{p}$ times in the counter-clockwise direction.

Proof. Note that by SISO Nyquist stability theorem, $\phi(s)$ has all zeros in the open left-half plane if and only if the Nyquist plot of $\phi(j \omega)$ for $-\infty \leq w \leq \infty$ encircles the origin, $(0,0), n_{k}+n_{p}$ times in the counter-clockwise direction.

### 5.4 Coprime Factorization over $\mathcal{R} \mathcal{H}_{\infty}$

Recall that two polynomials $\mathrm{m}(\mathrm{s})$ and $\mathrm{n}(\mathrm{s})$, with, for example, real coefficients, are said to be coprime if their greatest common divisor 1.51 (equivalent, they have no common zeros). It follows from Euclid's algorithm ${ }^{1}$ that two polynomials $m$ and $n$ are coprime iff there exist polynomials $x(s)$ and $y(s)$ such that $x m+y n=1$; such an equation is called a Bezout identity. Similarly, two transfer functions $m(s)$ and $n(s)$ in $\mathcal{R} \mathcal{H}_{\infty}$ are said to be coprime over $\mathcal{R} \mathcal{H}_{\infty}$ if there exists $\mathrm{x}, y \in \mathcal{R} \mathcal{H}_{\infty}$ such that

$$
x m+y n=1 .
$$

The more primitive, but equivalent, definition is that m and $n$ are coprime if every common divisor of m and $n$ is invertible in $\mathcal{R} \mathcal{H}_{\alpha}$, i.e.,

$$
\mathrm{h}, m h^{-1}, n h^{-1} \in \mathcal{R} \mathcal{H}_{\infty} \Rightarrow h^{-1} \in \mathcal{R} \mathcal{H}_{\infty}
$$

More generally, we have
Definition 5.3 Two matrices $M$ and $N$ in $\mathcal{R} \mathcal{H}_{c c}$ are right coprime over $\mathcal{R} \mathcal{H}_{\infty}$ if they have the same number of columns and if there exist matrices $X_{r}$ and $Y_{r}$ in $\mathcal{R} \mathcal{H}_{\infty}$ such that

$$
\left[\begin{array}{lll}
{[ } & X_{r} & Y_{r}
\end{array}\right]\left[\begin{array}{l}
M \\
N
\end{array}{ }_{\mathrm{I}}=X_{r} M+Y_{r} N=I\right.
$$

Similarly, two matrices $\tilde{M}$ and $\tilde{N}$ in $\mathcal{R} \mathcal{H}_{\infty}$ are le., \% coprime over $\mathcal{R} \mathcal{H}_{\infty}$ if they have the same number of rows and if there exist matrices $X_{l}$ and $Y_{l}$ in $\mathcal{R} \mathcal{H}_{\infty}$ such that

$$
\left[\begin{array}{ll}
\tilde{M} & \tilde{N}
\end{array}\right]\left[\begin{array}{l}
X_{l} \\
Y_{l}
\end{array}\right]=\tilde{M} Y_{l}+\tilde{N} Y_{l}=I
$$

Note that these definitions are equivalent to saving that the matrix $\left[\begin{array}{l}M \\ N\end{array}\right.$ I is leftinvertible in $\mathcal{R H}_{\infty}$ and the matrix [ $\left.\begin{array}{cc}\tilde{M} & \tilde{N}\end{array}\right]$ is right-invertible in $\mathcal{R H}_{\infty}$. These two equations are often called Bezout identities.

Now let $P$ be a proper real-rational matrix. A right-coprime factorization (rcf) of $P$ is a factorization $P=N M^{-1}$ where N and $M$ are right-coprime over $\mathcal{R} \mathcal{H}_{\infty}$. Similarly, a left-coprime factorization (lcf) has the form $P=\tilde{M}^{-1} \tilde{N}$ where $\tilde{N}$ and $M$ are left-coprime over $\mathcal{R} \mathcal{H}_{\infty}$. A matrix $P(s) \in \mathcal{R}_{p}(s)$ is said to have double coprime factorization if there exist a right coprime factorization $P=N M^{-1}$, a left coprime factorization $P=\tilde{M}^{-1} \tilde{N}$, and $X_{r}, Y_{r}, X_{l}, Y_{l} \in \mathcal{R} \mathcal{H}_{\infty}$ such that

$$
\left[\begin{array}{cc}
X_{r} & Y_{r}  \tag{5.14}\\
-\tilde{N} & \tilde{M}
\end{array}\right]\left[\begin{array}{cc}
M & -Y_{l} \\
N & Y_{l}
\end{array}\right]=I
$$

Of course implicit in these definitions is the requirement that both $M$ and $\tilde{M}$ be square and nonsingular.

[^6]Theorem 5.9 Suppose $P(s)$ is a proper real-rational matrix and

$$
P=\left[\begin{array}{l|l}
A & B \\
\hline \boldsymbol{C} & D
\end{array}\right]
$$

is a stabilizable and detectable realization. Let $F$ and $L$ be such that $A+B F$ and $A+L C$ are both stable, and define

$$
\begin{gather*}
{\left[\begin{array}{cc}
M & -Y_{l} \\
N & X_{l}
\end{array}\right]=\left[\begin{array}{c|cc}
A+B F & B & -L \\
\hline F & I & 0 \\
C+D F & D & I
\end{array}\right]}  \tag{5.15}\\
{\left[\begin{array}{cc}
X_{r} & Y_{r} \\
-\tilde{N} & \tilde{M}
\end{array}\right]=\left[\begin{array}{c|cc}
A+L C & -(B+L D) & L \\
\hline F & I & 0 \\
C & -D & I
\end{array}\right]} \tag{5.16}
\end{gather*}
$$

Then $P=N M^{-1}=\tilde{M}^{-1} \tilde{N}$ are rcf and lcf, respectively, and, furthermore, (5.14) is satisfied.

Proof. The theorem follows by verifying the equation (5.14).

Remark 5.2 Note that if $P$ is stable, then we can take $X_{r}=X_{l}=I, Y_{r}=Y_{l}=0$, $N=\tilde{N}=P, M=\tilde{M}=I$.

Remark 5.3 The coprime factorization of a transfer matrix can be given a feedback control interpretation. For example, right coprime factorization comes out naturally from changing the control variable by a state feedback. Consider the state space equations for a plant $P$ :

$$
\begin{aligned}
\dot{x} & =A x+B u \\
Y & =C x+D u
\end{aligned}
$$

Next, introduce a state feedback and change the variable

$$
v:=u-F x
$$

where $F$ is such that $A+B F$ is stable. Then we get

$$
\begin{aligned}
\dot{x} & =(A+B F) x+B v \\
u & =F x+v \\
Y & =(C+D F) x+D v .
\end{aligned}
$$

Evidently from these equations, the transfer matrix from $\mathbf{v}$ to $\mathbf{u}$ is

$$
M(s)=\left[\begin{array}{c|c}
A+B F & B \\
\hline F & I
\end{array}\right]
$$

and that from $v$ to y is

$$
N(s)=\left[\begin{array}{l|l}
A+B F & B \\
\hline C+D F & D
\end{array}\right]
$$

Therefore

$$
u=M v, \quad y=N v
$$

so that y $=N M^{-1} u$, i.e., $P=N M^{-1}$.
We shall now see how coprime factorizations can be used to obtain alternative characterizations of internal stability conditions. Consicer again the standard stability analysis diagram in Figure 5.2. We begin with any rcf's and lcf's of $P$ and I?:

$$
\begin{gather*}
P=N M^{-1}=\dot{M}^{-1} \tilde{N}  \tag{5.17}\\
\hat{K}=U V^{-1}=\hat{V}^{-1} \tilde{U} . \tag{5.18}
\end{gather*}
$$

Lemma 5.10 Consider the system in Figure 5... The following conditions are equivalent:

1. The feedback system is internally stable.
2. $\left[\begin{array}{cc}M & U \\ N & V\end{array}\right]$ is invertible in $\mathcal{R} \mathcal{H}_{\infty}$.
3. $\left[\begin{array}{cc}\tilde{V} & -\tilde{U} \\ -\tilde{N} & \tilde{M}\end{array}\right]$ is invertible in $\mathcal{R} \mathcal{H}_{\infty}$.
4. $\tilde{M} V=\tilde{N} U$ is invertible in $\mathcal{R} \mathcal{H}_{\infty}$.
5. $\tilde{V} M-\tilde{U} N$ is invertible in $R X$,.

Proof. As we saw in Lemma 5.3, internal stability is equivalent to

$$
\left[\begin{array}{cccc}
\mathrm{I} & -\hat{K} & & \\
-P & I & \mathrm{I} & \\
\hline
\end{array}\right.
$$

or, equivalently,

$$
\left[\begin{array}{cc}
I & \hat{K}  \tag{5.19}\\
P & I
\end{array}\right]^{-1} \in \mathcal{R} \mathcal{H}_{\infty}
$$

Now

$$
\left[\begin{array}{cc}
I & \hat{K} \\
P & I
\end{array}\right]=\left[\begin{array}{cc}
I & U V^{-1} \\
N M^{-1} & I
\end{array}\right]=\left[\begin{array}{cc}
M & U \\
N & V
\end{array}\right]\left[\begin{array}{cc}
M^{-1} & 0 \\
0 & V^{-1}
\end{array}\right]
$$

so that

$$
\left[\begin{array}{cc}
I & \hat{K} \\
P & I
\end{array}\right]^{-1}=\left[\begin{array}{cc}
M & 0 \\
0 & V
\end{array}\right]\left[\begin{array}{cc}
M & U \\
N & V
\end{array}\right]^{-1}
$$

Since the matrices

$$
\left[\begin{array}{cc}
M & 0 \\
0 & V
\end{array}\right],\left[\begin{array}{ll}
M & U \\
N & V
\end{array}\right]
$$

are right-coprime (this fact is left as an exercise for the reader), (5.19) holds iff

$$
\left[\begin{array}{ll}
M & U \\
N & V
\end{array}\right]^{-1} \in \mathcal{R} \mathcal{H}_{\infty}
$$

This proves the equivalence of conditions 1 and 2. The equivalence of 1 and 3 is proved similarly.

The conditions 4 and 5 are implied by 2 and 3 from the following equation:

$$
\left[\begin{array}{cc}
\tilde{V} & -\tilde{U} \\
-\tilde{N} & \tilde{M}
\end{array}\right]\left[\begin{array}{cc}
M & U \\
N & V
\end{array}\right]=\left[\begin{array}{cc}
\tilde{V} M-\tilde{U} N & 0 \\
0 & \tilde{M} V-\tilde{N} U
\end{array}\right]
$$

Since the left hand side of the above equation is invertible in $\mathcal{R} \mathcal{H}_{\infty}$, so is the right hand side. Hence, conditions 4 and 5 are satisfied. We only need to show that either condition 4 or condition 5 implies condition 1 . Let us show condition $5 \rightarrow 1$; this is obvious since

$$
\begin{aligned}
{\left[\begin{array}{cc}
I & \hat{K} \\
P & I
\end{array}\right]^{-1} } & =\left[\begin{array}{cc}
I & \tilde{V}^{-1} \hat{U} \\
N M^{-1} & I
\end{array}\right]^{-1} \\
& =\left[\begin{array}{cc}
M & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
\tilde{V} M \\
N & \tilde{U} \\
I
\end{array}\right]^{-1}\left[\begin{array}{cc}
\tilde{V} & 0 \\
0 & I
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
\end{aligned}
$$

if $\left[\begin{array}{cc}\tilde{V} M & \tilde{U} \\ N & I\end{array}\right]^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ or if condition 5 is satisfied.
Combining Lemma 5.10 and Theorem 5.9, we have the following corollary.
Corollary 5.11 Let $P$ be a proper real-rational matrix and $P=N M^{-1}=\tilde{M}^{-1} \tilde{N}$ be corresponding rcf and lcf over $\mathcal{R} \mathcal{H}_{\infty}$. Then there exists a controller

$$
\hat{K}_{0}=U_{0} V_{0}^{-1}=\tilde{V}_{0}^{-1} \tilde{U}_{0}
$$

with $U_{0}, V_{0}, \tilde{U}_{0}$, and $\tilde{V}_{0}$ in $\mathcal{R} \mathcal{H}_{\infty}$ such that

$$
\left[\begin{array}{cc}
\tilde{V}_{0} & -\tilde{U}_{0}  \tag{5.20}\\
-\tilde{N} & \tilde{M}
\end{array}\right]\left[\begin{array}{cc}
M & U_{0} \\
N & V_{0}
\end{array}\right]=\left[\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right]
$$

Furthermore, let $F$ and $L$ be such that $A+B F$ and $A+L C$ are stable. Then a particular set of state space realizations for these matrices can be given by

$$
\begin{gather*}
{\left[\begin{array}{cc}
M & U_{0} \\
N & V_{0}
\end{array}\right]=\left[\begin{array}{c|cc}
A+B F & B & -L \\
\hline F & I & 0 \\
C+D F & D & I
\end{array}\right]}  \tag{5.21}\\
{\left[\begin{array}{cc}
\tilde{V}_{0} & -\tilde{U}_{0} \\
-\tilde{N} & \tilde{M}
\end{array}\right]=\left[\begin{array}{c|cc}
A+L C & -(B+L D) & L \\
\hline F & I & 0 \\
C & -D & I
\end{array}\right] .} \tag{5.22}
\end{gather*}
$$

Proof. The idea behind the choice of these mitrices is as follows. Using the observer theory, find a controller $\hat{K}_{0}$ achieving internal stability; for example

$$
\hat{K}_{0}:=\left[\begin{array}{c|c}
A+B F+L C-L D F & -L  \tag{5.23}\\
\hline F
\end{array}\right] .
$$

Perform factorizations

$$
\hat{K}_{0}=U_{0} V_{0}^{-1}=\Gamma_{0}^{-1} \tilde{U}_{0}
$$

which are analogous to the ones performed on $\mathbf{1}$ '. Then Lemma 5.10 implies that each of the two left-hand side block matrices of (5.20) must be invertible in $\mathcal{R} \mathcal{H}_{\infty}$. In fact, (5.20) is satisfied by comparing it with the equation (5.14).

### 5.5 Feedback Properties

In this section, we discuss the properties of a feedback system. In particular, we consider the benefit of the feedback structure and the concept of design tradeoffs for conflicting objectives namely, how to achieve the benefits of feedback in the face of uncertainties.


Figure 5.3: Standard Feedback Configuration
Consider again the feedback system shown in Figure 5.1. For convenience, the system diagram is shown again in Figure 5.3. For furthr $r$ discussion, it is convenient to define the input loop transfer matrix, $L_{i}$, and output loop transfer matrix, $L_{0}$, as

$$
L_{i}=K P, \quad L_{o}=:: P K
$$

respectively, where $L_{i}$ is obtained from breaking the loop at the input (u) of the plant while $L_{o}$ is obtained from breaking the loop at the output (y) of the plant. The input sensitivity matrix is defined as the transfer matrix from $d_{i}$ to $u_{p}$ :

$$
S_{i}=\left(I+L_{i}\right)^{-1}, \quad u_{p}=S_{i} d_{i}
$$

And the output sensitivity matrix is defined as the transfer matrix from $d$ to y :

$$
S_{o}=\left(I+L_{o}\right)^{-1}, \quad y=S_{o} d
$$

The input and output complementary sensitivity matrices are defined as

$$
\begin{gathered}
T_{i}=I-S_{i}=L_{i}\left(I+L_{i}\right)^{-1} \\
T_{o}=I-S_{o}=L_{o}\left(I+L_{o}\right)^{-1}
\end{gathered}
$$

respectively. (The word complementary is used to signify the fact that $T$ is the complement of $\mathrm{S}, T=I-\mathrm{S}$.) The matrix $I+L_{i}$ is called input return difference matrix and $I+L_{o}$ is called output return difference matrix.

It is easy to see that the closed-loop system, if it is internally stable, satisfies the following equations:

$$
\begin{align*}
\mathrm{Y} & =T_{o}(r-n)+S_{o} P d_{i}+S_{o} d  \tag{5.24}\\
r-y & =S_{o}(r-d)+T_{o} n-S_{o} P d_{i}  \tag{5.25}\\
u & =K S_{o}(r-n)-K S_{o} d-T_{i} d_{i}  \tag{5.26}\\
u_{p} & =K S_{o}(r-n)-K S_{o} d+S_{i} d_{i} . \tag{5.27}
\end{align*}
$$

These four equations show the fundamental benefits and design objectives inherent in feedback loops. For example, equation (5.24) shows that the effects of disturbance $d$ on the plant output can be made "small" by making the output sensitivity function $S_{o}$ small. Similarly, equation (5.27) shows that the effects of disturbance $d_{i}$ on the plant input can be made small by making the input sensitivity function $S_{i}$ small. The notion of smallness for a transfer matrix in a certain range of frequencies can be made explicit using frequency dependent singular values, for example, $\bar{\sigma}\left(S_{o}\right)<1$ over a frequency range would mean that the effects of disturbance $d$ at the plant output are effectively desensitized over that frequency range.

Hence, good disturbance rejection at the plant output (y) would require that

$$
\begin{aligned}
\bar{\sigma}\left(S_{o}\right) & =\bar{\sigma}\left((I+P K)^{-1}\right)=\frac{1}{\underline{\sigma}(I+P K)}, \quad \text { (for disturbance at plant output, } d \text { ) } \\
\bar{\sigma}\left(S_{o} P\right) & =\bar{\sigma}\left((I+P K)^{-1} P\right)=\bar{\sigma}\left(P S_{i}\right)(\text { for disturbance at plant input, } d ; \text {;) }
\end{aligned}
$$

be made small and good disturbance rejection at the plant input ( $u_{p}$ ) would require that

$$
\begin{aligned}
\bar{\sigma}\left(S_{i}\right) & \left.=\bar{\sigma}\left((I+K P)^{-1}\right)=\frac{1}{\underline{\sigma}(I+K P)}, \quad \text { (for disturbance at plant input, } d_{i}\right) \\
\bar{\sigma}\left(S_{i} K\right) & =\bar{\sigma}\left(K(I+P K)^{-1}\right)=\bar{\sigma}\left(K S_{o}\right), \quad(\text { for disturbance at plant output, } d \text { ) }
\end{aligned}
$$

be made small, particularly in the low frequency range where $d$ and $d_{i}$ are usually significant.

Note that

$$
\begin{aligned}
& \underline{\sigma}(P K)-1 \leq \underline{\sigma}(I+P K) \leq \underline{\sigma}(P K)+1 \\
& \underline{\sigma}(K P)-1 \leq \underline{\sigma}(I+K P) \leq \underline{\sigma}(K P)+1
\end{aligned}
$$

then

$$
\begin{aligned}
& \frac{1}{\underline{\sigma}(P K)+1} \leq \bar{\sigma}\left(S_{o}\right) \leq \frac{1}{\underline{\sigma}(P K)-1}, \text { if } \underline{\sigma}(P K)>1 \\
& \frac{1}{\underline{\sigma}(K P)+1} \leq \bar{\sigma}\left(S_{i}\right) \leq \frac{1}{\underline{\sigma}(K P)-1}, \text { if } \underline{\sigma}(K P)>1
\end{aligned}
$$

These equations imply that

$$
\begin{aligned}
& \left.\bar{\sigma}\left(S_{o}\right) \ll 1 \quad \Longleftrightarrow \quad \underline{\sigma}^{\prime} P K\right) \gg 1 \\
& \left.\bar{\sigma}\left(S_{i}\right) \ll 1 \Longleftrightarrow \underline{\sigma}_{i}^{\prime} \mathrm{KP}\right) \gg 1
\end{aligned}
$$

Now suppose $P$ and K are invertible, then

$$
\begin{aligned}
& \underline{\sigma}(P K) \gg 1 \text { or } \underline{\sigma}(K P) \gg 1 \Leftrightarrow \bar{\sigma}\left(S_{o} P\right)=\bar{\sigma}\left((I+P K)^{-1} P\right) \approx \bar{\sigma}\left(K^{-1}\right)=\frac{1}{\underline{\sigma}(K)} \\
& \underline{\sigma}(P K) \gg 1 \text { or } \underline{\sigma}(K P) \gg 1 \Leftrightarrow \bar{\sigma}\left(K S_{o}\right)=\because\left(K(I+P K)^{-1}\right) \approx \bar{\sigma}\left(P^{-1}\right)=\frac{1}{\underline{\sigma}(P)}
\end{aligned}
$$

Hence good performance at plant output ( $y$ ) recuires in general large output loop gain $\underline{\sigma}\left(L_{o}\right)=\underline{\sigma}(P K) \gg 1$ in the frequency range where $d$ is significant for desensitizing $d$ and large enough controller gain $\underline{\sigma}(K) \gg 1$ in the frequency range where $d_{i}$ is significant for desensitizing $d_{i}$. Similarly, good performance at plant input $\left(u_{p}\right)$ requires in general large input loop gain $\underline{\sigma}\left(L_{i}\right)=\underline{\sigma}(K P) \gg 1$ in the frequency range where $d_{i}$ is significant for desensitizing $d_{i}$ and large enough plant gain $\varrho(P) \gg 1$ in the frequency range where $d$ is significant, which can not changed by cont roller design, for desensitizing $d$. (It should be noted that in general $S_{0} \neq S_{i}$ unless $h$ and $P$ are square and diagonal which is true if $P$ is a scalar system. Hence, small $\bar{\sigma}^{\prime} S_{o}$ ) does not necessarily imply small $\bar{\sigma}\left(S_{i}\right)$; in other words, good disturbance rejection at the output does not necessarily mean good disturbance rejection at the plant inj 'ut.)

Hence, good multivariable feedback loop desigr boils down to achieving high loop (and possibly controller) gains in the necessary frequevcy range.

Despite the simplicity of this statement, fer dback design is by no means trivial. This is true because loop gains cannot be made arbitrarily high over arbitrarily large frequency ranges. Rather, they must satisfy cel tain performance tradeoff and design limitations. A major performance tradeoff, for (sample, concerns commands and disturbance error reduction versus stability under the: model uncertainty. Assume that the plant model is perturbed to $(\mathrm{I}+\Delta) P$ with $\Delta$ stable, and assume that the system is nominally stable, i.e., the closed-loop system wit. $\Delta=0$ is stable. Now the perturbed closed-loop system is stable if

$$
\operatorname{det}(I+(I+\Delta) P K)=\operatorname{det}(I \cdots P K) \operatorname{det}\left(I+\Delta T_{o}\right)
$$

has no right-half plane zero. This would in gener 11 amount to requiring that $\left\|\Delta T_{o}\right\|$ be small or that $\bar{\sigma}\left(T_{o}\right)$ be small at those frequencis where $\Delta$ is significant, typically at
high frequency range, which in turn implies that the loop gain, $\bar{\sigma}\left(L_{o}\right)$, should be small at those frequencies.

Still another tradeoff is with the sensor noise error reduction. The conflict between the disturbance rejection and the sensor noise reduction is evident in equation (5.24). Large $\underline{\sigma}\left(L_{o}(j \omega)\right)$ values over a large frequency range make errors due to $d$ small. However, they also make errors due to $n$ large because this noise is "passed through" over the same frequency range, i.e.,

$$
y=T_{o}(r \quad n)+S_{o} P d_{i}+S_{o} d \approx(r-n)
$$

Note that $n$ is typically significant in the high frequency range. Worst still, large loop gains outside of the bandwidth of $P$, i.e., $\underline{\sigma}\left(L_{o}(j \omega)\right) \gg 1$ or $\underline{\sigma}\left(L_{i}(j \omega)\right) \gg 1$ while $\bar{\sigma}(P(j \omega)) \ll 1$, can make the control activity $(u)$ quite unacceptable, which may cause the saturation of actuators. This follows from

$$
u=K S_{o}(r-n \quad d) \quad T_{i} d_{i}=S_{i} K(r \quad n-d)-T_{i} d_{i} \approx P^{-1}(r-n-d)-d_{i}
$$

Here, we have assumed $P$ to be square and invertible for convenience. The resulting equation shows that disturbances and sensor noise are actually amplified at $u$ whenever the frequency range significantly exceeds the bandwidth of $P$, since for w such that $\bar{\sigma}(P(j \omega)) \ll 1$, we have

$$
\underline{\sigma}\left[P^{-1}(j \omega)\right]=\frac{1}{\bar{\sigma}[P(j \omega)]} \geqslant 1 .
$$

Similarly, the controller gain, $\bar{\sigma}(K)$, should also be kept not too large in the frequency range where the loop gain is small in order to not saturate the actuators. This is because for small loop gain $\bar{\sigma}\left(L_{o}(j \omega)\right) \ll 1$ or $\bar{\sigma}\left(L_{i}(j \omega)\right) \ll 1$

$$
u=K S_{o}(r-n=d)=T_{i} d_{i} \approx K(r-n-d)
$$

Therefore, it is desirable to keep $\bar{\sigma}(K)$ not too large when the loop gain is small.
To summarize the above discussion, we note that good performance requires in some frequency range, typically some low frequency range $\left(0, \omega_{l}\right)$ :

$$
\underline{\sigma}(P K) \gg 1, \quad \underline{\sigma}(K P) \gg 1, \quad \underline{\sigma}(K) \gg 1
$$

and good robustness and good sensor noise rejection require in some frequency range, typically some high frequency range ( $\omega_{h}, \infty$ )

$$
\bar{\sigma}(P K) \ll 1, \quad \bar{\sigma}(K P) \ll 1, \quad \bar{\sigma}(K) \leq M
$$

where A4 is not too large. These design requirements are shown graphically in Figure 5.4. The specific frequencies $\omega_{l}$ and $\omega_{h}$ depend on the specific applications and the knowledge one has on the disturbance characteristics, the modeling uncertainties, and the sensor noise levels.


Figure 5.4: Desired Ioop Gain

### 5.6 The Concept of Loop Shaping

The analysis in the last section motivates a conceptually simple controller design technique: loop shaping. Loop shaping controller design involves essentially finding a controller $K$ that shapes the loop transfer function $L$ so that the loop gains, $\underline{\sigma}(L)$ and $\bar{\sigma}(L)$, clear the boundaries specified by the performance requirements at low frequencies and by the robustness requirements at high frequencies as shown in Figure 5.4.

In the SISO case, the loop shaping design technique is particularly effective and simple since $\bar{\sigma}(L)=\underline{\sigma}(L)=|L|$. The design procedure can be completed in two steps:

## SISO Loop Shaping

(1) Find a rational strictly proper transfer function $L$ which contains all the right half plane poles and zeros of $P$ such that $|L||\mid$ ears the boundaries specified by the performance requirements at low frequencies and by the robustness requirements at high frequencies as shown in Figure 5.4.
$L$ must also be chosen so that $1+L$ has all zeros in the open left half plane, which can usually be guaranteed by making $L$ well-behaved in the crossover region, i.e., $L$ should not be decreasing too fast in the frequency range of $|L(j \omega)| \approx 1$.
(2) The controller is given by $K=L / P$.

The loop shaping for MIMO system can be done similarly if the singular values of the loop transfer functions are used for the loop gains.

## MIMO Loop Shaping

(1) Find a rational strictly proper transfer function $L$ which contains all the right half plane poles and zeros of $P$ so that the product of $P$ and $P^{-1} L$ (or $L P^{-1}$ ) has no unstable poles and/or zeros cancelations, and $\underline{\sigma}(L)$ clears the boundary specified by the performance requirements at low frequencies and $\bar{\sigma}(L)$ clears the boundary specified by the robustness requirements at high frequencies as shown in Figure 5.4.
$L$ must also be chosen so that $\operatorname{det}(I+L)$ has all zeros in the open left half plane. (This is not easy for MIMO systems.)
(2) The controller is given by $K=P^{-1} L$ if $L$ is the output loop transfer function (or $K=L P^{-1}$ if $L$ is the input loop transfer function).

The loop shaping design technique can be quite useful especially for SISO control system design. However, there are severe limitations when it is used for MIMO system design.

## Limitations of MIMO Loop Shaping

Although the above loop shaping design can be effective in some of applications, there are severe intrinsic limitations. Some of these limitations are listed below:

- The loop shaping technique described above can only effectively deal with problems with uniformly specified performance and robustness specifications. More specifically, the method can not effectively deal with problems with different specifications in different channels and/or problems with different uncertainty characteristics in different channels without introducing significant conservatism. To illustrate this difficulty, consider an uncertain dynamical system

$$
P_{\Delta}=(I+\Delta) P
$$

where $P$ is the nominal plant and $\Delta$ is the multiplicative modeling error. Assume that $\Delta$ can be written in the following form

$$
\Delta=\tilde{\Delta} W_{t}, \quad \bar{\sigma}(\tilde{\Delta})<1
$$

Then, for robust stability, we would require $\bar{\sigma}\left(\Delta T_{o}\right)=\bar{\sigma}\left(\tilde{\Delta} W_{t} T_{o}\right)<1$ or $\bar{\sigma}\left(W_{t} T_{o}\right) \leq 1$. If a uniform bound is required on the loop gain to apply the loop shaping technique, we would need to overbound $\bar{\sigma}\left(W_{t} T_{o}\right)$ :

$$
\bar{\sigma}\left(W_{t} T_{o}\right) \leq \bar{\sigma}\left(W_{t}\right) \bar{\sigma}\left(T_{o}\right) \leq \bar{\sigma}\left(W_{t}\right) \frac{\bar{\sigma}\left(L_{o}\right)}{1-\bar{\sigma}\left(L_{o}\right)}, \text { if } \bar{\sigma}\left(L_{o}\right)<1
$$

and the robust stability requirement is implied by

$$
\bar{\sigma}\left(L_{o}\right) \leq \frac{1}{\bar{\sigma}\left(W_{t}\right)+1} \approx \frac{1}{\bar{\sigma}\left(W_{t}\right)}, \quad \text { if } \quad \bar{\sigma}\left(L_{o}\right)<1
$$

Similarly, if the performance requirement:, say output disturbance rejection, are not uniformly specified in all channels but by a weighting matrix $W_{s}$ such that $\bar{\sigma}\left(W_{s} S_{o}\right) \leq 1$, then it is also necessary to overbound $\bar{\sigma}\left(W_{s} S_{o}\right)$ in order to apply the loop shaping techniques:

$$
\bar{\sigma}\left(W_{s} S_{o}\right) \leq \bar{\sigma}\left(W_{s}\right) \bar{\sigma}\left(S_{o}\right) \leq \frac{\bar{\sigma}\left(W_{s}\right)}{\underline{\sigma}\left(L_{o}\right)-1}, \quad \text { if } \quad \underline{\sigma}\left(L_{o}\right)>1
$$

and the performance requirement is implicd by

$$
\underline{\sigma}\left(L_{o}\right) \geq \bar{\sigma}\left(W_{s}\right)+1 \approx \bar{\sigma}\left(\mid V_{s}\right), \quad \text { if } \quad \underline{\sigma}\left(L_{o}\right)>1 .
$$

It is possible that the bounds for the loop shape may contradict each other at some frequency range, as shown in the Figure 5.5. However, this does not imply that there is no controller that will satisfy both nominal performance and robust stability except for SISO systems. This contradiction happens because the bounds


Figure 5.5: Conflict Requirements
do not utilize the structure of weights, $W_{s}$ and $W_{t}$; and the bounds are only sufficient conditions for robust stability and nominal performance. This possibility can be further illustrated by the following example: Assume that a two-input and two-output system transfer matrix is given by

$$
P(s)=\frac{1}{s+1}\left[\begin{array}{ll}
1 & \alpha \\
0 & 1
\end{array}\right]
$$

and suppose the weighting matrices are given by

$$
W_{s}=\left[\begin{array}{cc}
\frac{1}{s+1} & \frac{\alpha}{(s+1)(s+2)} \\
0 & \frac{1}{s+1}
\end{array}\right], \quad W_{t}=\left[\begin{array}{cc}
\frac{s+2}{s+10} & \frac{\alpha(s+1)}{s+10} \\
0 & \frac{s+2}{s+10}
\end{array}\right] .
$$

It is easy to show that for large $\alpha$, the weighting functions are as shown in Figure 5.5 , and thus the above loop shaping technique cannot be applied. However, it is also easy to show that the system with controller

$$
K=I_{2}
$$

gives

$$
W_{s} S=\left[\begin{array}{cc}
\frac{1}{s+2} & 0 \\
0 & \frac{1}{s+2}
\end{array}\right], \quad W_{t} T=\left[\begin{array}{cc}
\frac{1}{s+10} & 0 \\
0 & \frac{1}{s+10}
\end{array}\right]
$$

and, therefore, the robust performance criterion is satisfied.

- Even if all of the above problems can be avoided, it may still be difficult to find a matrix function $L_{o}$ so that $K=P^{-1} L_{o}$ is stabilizing. This becomes much harder if $P$ is non-minimum phase and/or unstable.

Hence some new methodologies have to be introduced to solve complicated problems. The so-called LQG/LTR (Linear Quadratic Gaussian/Loop Transfer Recovery) procedure developed first by Doyle and Stein [1981] and extended later by various authors can solve some of the problems, but it is essentially limited to nominally minimum phase and output multiplicative uncertain systems. For these reasons, it will not be introduced here. This motivates us to consider the closed-loop performance directly in terms of the closed-loop transfer functions instead of open loop transfer functions. The following section considers some simple closed-loop performance problem formulations.

### 5.7 Weighted $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ Performance

In this section, we consider how to formulate some performance objectives into mathematically tractable problems. As shown in section 5.5, the performance objectives of a feedback system can usually be specified in terms of requirements on the sensitivity functions and/or complementary sensitivity functions or in terms of some other closedloop transfer functions. For instance, the performance criteria for a scalar system may be specified as requiring

$$
\begin{cases}|s(j \omega)| \leq \alpha<1 & \forall \omega \leq \omega_{0} \\ |s(j \omega)| \leq \beta>1 & \forall \omega>\omega_{0}\end{cases}
$$

where $s(j \omega)=\frac{1}{1+p(j \omega) k(j \omega)}$. However, it is much more convenient to reflect the system performance objectives by choosing appropriate weighting functions. For example, the above performance objective can be written as

$$
\left|w_{s}(j \omega) s(j \omega)\right| \leq 1, \quad \forall \omega
$$

with

$$
\left|w_{s}(j \omega)\right|= \begin{cases}\alpha^{-1} & \forall \omega \leq \omega_{0} \\ \beta^{-1} & \forall \omega>\omega_{0}\end{cases}
$$



Figure 5.6: Standard Feedback Configuration with Weights

In order to use $w_{s}$ in control design, a rational transfer function $w_{s}$ is usually used to approximate the above frequency response.

The advantage of using weighted performance specifications is obvious in multivariable system design. First of all, some components of a vector signal are usually more important than others. Secondly, each componeut of the signal may not be measured in the same metric; for example, some components of the output error signal may be measured in terms of length, and the others may be measured in terms of voltage. Therefore, weighting functions are essential to make these components comparable. Also, we might be primarily interested in rejecting errors in a certain frequency range (for example low frequencies), hence some frequency dependent weights must be chosen.

In general, we shall modify the standard feedback diagram in Figure 5.3 into Figure 5.6. The weighting functions in Figure 5.6 are chosen to reflect the design objectives and knowledge on the disturbances and sensor noise. For example, $W_{d}$ and $W_{i}$ may be chosen to reflect the frequency contents of the disturbances $d$ and $d_{i}$ or they may be used to model the disturbance power spectrum depending on the nature of signals involved in the practical systems. The weighting matrix $W_{n}$ is used to model the frequency contents of the sensor noise while $W_{e}$ may be used to reflect the requirements on the shape of certain closed-loop transfer functions, for example, the shape of the output sensitivity function. Similarly, $W_{u}$ may be used to reflect some restrictions on the control or actuator signals, and the dashed precompensator $W_{r}$ is an optional element used to achieve deliberate command shaping or to represent a non-unity feedback system in equivalent unity feedback form.

It is, in fact, essential that some appropriate weighting matrices be used in order to utilize the optimal control theory discussed in this book, i.e., $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ theory. So a very important step in controller design process is to choose the appropriate weights, $W_{e}, W_{d}, W_{u}$, and possibly $W_{n}, W_{i}$, and $W_{r}$. The appropriate choice of weights for a particular practical problem is not trivial. In many occasions, as in the scalar case, the weights are chosen purely as a design parameter without any physical bases, so
these weights may be treated as tuning parameters which are chosen by the designer to achieve the best compromise between the conflicting objectives. The selection of the weighting matrices should be guided by the expected system inputs and the relative importance of the outputs.

Hence, control design may be regarded as a process of choosing a controller $K$ such that certain weighted signals are made small in some sense. There are many different ways to define the smallness of a signal or transfer matrix, as we have discussed in the last chapter. Different definitions lead to different control synthesis methods, and some are much harder than others. A control engineer should make a judgment of the mathematical complexity versus engineering requirements.

Below, we introduce two classes of performance formulations: $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ criteria. For the simplicity of presentation, we shall assume $d_{i}=0$ and $n=0$.

## $\mathcal{H}_{2}$ Performance

Assume, for example, that the disturbance $\tilde{d}$ can be approximately modeled as an impulse with random input direction, i.e.,

$$
\tilde{d}(t)=\eta \delta(t)
$$

and

$$
E\left(\eta \eta^{*}\right)=I
$$

where $E$ denotes the expectation. We may choose to minimize the expected energy of the error $e$ due to the disturbance $\tilde{d}$ :

$$
E\left\{\|e\|_{2}^{2}\right\}=E\left\{\int_{0}^{\infty}\|e\|^{2} d t\right\}=\left\|W_{e} S_{o} W_{d}\right\|_{2}^{2}
$$

Alternatively, if we suppose that the disturbance $\tilde{d}$ can be approximately modeled as white noise with $S_{\tilde{d} \tilde{d}}=I$, then

$$
S_{e e}=\left(W_{e} S_{o} W_{d}\right) S_{\tilde{d} \tilde{d}}\left(W_{e} S_{o} W_{d}\right)^{*}
$$

and we may chose to minimize the power of $e$ :

$$
\|e\|_{P}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace} S_{e e}(j \omega) d \omega=\left\|W_{e} S_{o} W_{d}\right\|_{2}^{2}
$$

In general, a controller minimizing only the above criterion can lead to a very large control signal $u$ that could cause saturation of the actuators as well as many other undesirable problems. Hence, for a realistic controller design, it is necessary to include the control signal $u$ in the cost function. Thus, our design criterion would usually be something like this

$$
E\left\{\|e\|_{2}^{2}+\rho^{2}\|\tilde{u}\|_{2}^{2}\right\}=\left\|\left[\begin{array}{c}
W_{e} S_{o} W_{d} \\
\rho W_{u} K S_{o} W_{d}
\end{array}\right]\right\|_{2}^{2}
$$

with some appropriate choice of weighting matsix $W_{u}$ and scalar p . The parameter $\rho$ clearly defines the tradeoff we discussed earlier between good disturbance rejection at the output and control effort (or disturbance and sensor noise rejection at the actuators). Note that $\rho$ can be set to $\rho=1$ by an approp iate choice of $W_{u}$. This problem can be viewed as minimizing the energy consumed by the system in order to reject the disturbance $d$.

This type of problem was the dominant paradigm in the 1960's and 1970's and is usually referred to as Linear Quadratic Gaussian Control or simply as LQG. (They will also be referred to as $\mathcal{H}_{2}$ mixed sensitivity problems for the consistency with the $\mathcal{H}_{\infty}$ problems discussed next.) The development of this paradigm stimulated extensive research efforts and is responsible for important technological innovation, particularly in the area of estimation. The theoretical contrilutions include a deeper understanding of linear systems and improved computational methods for complex systems through state-space techniques. The major limitation of this theory is the lack of formal treatment of uncertainty in the plant itself. By allowing only additive noise for uncertainty, the stochastic theory ignored this important prictical issue. Plant uncertainty is particularly critical in feedback systems.

## $\mathcal{H}_{\infty}$ Performance

Although the $\mathcal{H}_{2}$ norm (or $\mathcal{L}_{2}$ norm) may be a meaningful performance measure and although LQG theory can give efficient design compromises under certain disturbance and plant assumptions, the $\mathcal{H}_{2}$ norm suffers a major deficiency. This deficiency is due to the fact that the tradeoff between disturbance error reduction and sensor noise error reduction is not the only constraint on feedback design. The problem is that these performance tradeoffs are often overshadowed by a second limitation on high loop gains
namely, the requirement for tolerance to uncertainties. Though a controller may be designed using FDLTI models, the design must be implemented and operated with a real physical plant. The properties of physical systems, in particular the ways in which they deviate from finite-dimensional linear models, put strict limitations on the frequency range over which the loop gains may be large.

A solution to this problem would be to put explicit constraints on the loop gain in the cost function. For instance, one may chose to minimize

$$
\sup _{\|\tilde{d}\|_{2} \leq 1}\|e\|_{2}=\left\|W_{e} \mathfrak{s}_{0} W_{d}\right\|_{\infty}
$$

subject to some restrictions on the control energ. or control bandwidth:

$$
\sup _{\|\tilde{d}\|_{2} \leq 1}\|\tilde{u}\|_{2}=\left\|W_{u} K S_{o} W_{d}\right\|_{\infty} .
$$

Or more frequently, one may introduce a parameter $\rho$ and a mixed criterion

$$
\sup _{\|\tilde{d}\|_{2} \leq 1}\left\{\|e\|_{2}^{2}+\rho^{2}\|\tilde{u}\|_{2}^{2}\right\}=\left\|\left[\begin{array}{c}
W_{e} S_{o} W_{d} \\
\rho W_{u} K S_{o} W_{d}
\end{array}\right]\right\|_{\infty}^{2} .
$$

5.8. Notes and References

This problem can also be regarded as minimizing the maximum power of the error subject to all bounded power disturbances: let

$$
\hat{e}:=\left\lfloor\begin{array}{l}
e \\
\tilde{u}
\end{array}\right\rfloor
$$

then

$$
S_{\hat{e} \hat{e} \hat{e}}=\left[\begin{array}{cc}
W_{e} S_{o} W_{d} & S_{\tilde{d} \tilde{d}}\left[\begin{array}{c}
W_{e} S_{o} W_{d} \\
W_{u} K S_{o} W_{d}
\end{array}\right\}_{o} W_{d}
\end{array}\right]^{*}
$$

and

$$
\sup _{\|\tilde{d}\|_{P} \leq 1}\|\hat{e}\|_{P}^{2}=\sup _{\|\tilde{d}\|_{P} \leq 1}\left\{\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace} S_{\tilde{e} \tilde{e}}(j \omega) \mathrm{d} v\right\}=\left\|\left[\begin{array}{c}
W_{e} S_{o} W_{d} \\
W_{u} K S_{o} W_{d}
\end{array}\right]\right\|_{\infty}^{2}
$$

Alternatively, if the system robust stability margin is the major concern, the weighted complementary sensitivity has to be limited. Thus the whole cost function may be

$$
\left\|\left[\begin{array}{c}
W_{e} S_{o} W_{d} \\
\rho W_{1} T_{o} W_{2}
\end{array}\right]\right\|_{\infty}
$$

where $W_{1}$ and $W_{2}$ are the frequency dependent uncertainty scaling matrices. These design problems are usually called $\mathcal{H}_{\infty}$ mixed sensitivity problems. For a scalar system, an $\mathcal{H}_{\infty}$ norm minimization problem can also be viewed as minimizing the maximum magnitude of the system's steady-state response with respect to the worst case sinusoidal inputs.

### 5.8 Notes and References

The presentation of this chapter is based primarily on Doyle [1984]. The discussion of internal stability and coprime factorization can also be found in Francis [1987] and Vidyasagar [1985]. The loop shaping design is well known for SISO systems in the classical control theory. The idea was extended to MIMO systems by Doyle and Stein [1981] using LQG design technique. The limitations of the loop shaping design are discussed in detail in Stein and Doyle [1991]. Chapter 18 presents another loop shaping method using $\mathcal{H}_{\infty}$ control theory which has the potential to overcome the limitations of the LQG/LTR method.


## Performance Limitations

This chapter introduces some multivariable versions of the Bode's sensitivity integral relations and Poisson integral formula. The sensitivity integral relations are used to study the design limitations imposed by bandwidth constraints and the open-loop unstable poles, while the Poisson integral formula is used to study the design constraints imposed by the non-minimum phase zeros. These results display that the design limitations in multivariable systems are dependent on the directionality properties of the sensitivity function as well as those of the poles and zeros, in addition to the dependence upon pole and zero locations which is known in single-input single-output systems. These integral relations are also used to derive lower bounds on the singular values of the sensitivity function which display the design tradeoffs.

### 6.1 Introduction

One important problem that arises frequently is concerned with the level of performance that can be achieved in feedback design. It has been shown in the previous chapters that the feedback design goals are inherently conflicting, and a tradeoff must be performed among different design objectives. It is also known that the fundamental requirements such as stability and robustness impose inherent limitations upon the feedback properties irrespective of design methods, and the design limitations become more severe in the presence of right-half plane zeros and poles in the open-loop transfer function.

An important tool that can be used to quantify feedback design constraints is furnished by the Bode's sensitivity integral relation and the Poisson integral formula. These integral formulae express design constraints directly in terms of the system's sensitivity
and complementary sensitivity functions. A well-known theorem due to Bode states that for single-input single-output open-loop stable systems with more than one polezero excess, the integral of the logarithmic magnitude of the sensitivity function over all frequencies must equal to zero. This integral relation therefore suggests that in the presence of bandwidth constraints, the desirable property of sensitivity reduction in one frequency range must be traded off against the undesirable property of sensitivity increase at other frequencies. A result by Freıdenberg and Looze [1985] further extends Bode's theorem to open-loop unstable systems, which shows that the presence of open-loop unstable poles makes the sensitivity tradeoff a more difficult task. In the same reference, the limitations imposed by the open loop non-minimum phase zeros upon the feedback properties were also quantified using the Poisson integral. The results presented in the next two sections are some multivariable extensions of the above mentioned integral relations.

Let $G(s)$ be a square and full normal rank transfer matrix with a minimal state space realization $(A, B, C, D)$. Recall that a point $z \in \mathbb{C}$ is a transmission zero of $G(s)$ if there exist vectors $\zeta$ and $\eta$ such that the relation

$$
\left[\begin{array}{cc}
A-z I & B \\
C & D
\end{array}\right]\left[\begin{array}{l}
\zeta \\
\eta
\end{array}\right]=0
$$

holds, where $\eta^{*} \eta=1$, and $\eta$ is called the input zero direction associated with $z$. Analogously, a transmission zero $z$ of $G(s)$ satisfies the relation

$$
\left[\begin{array}{cc}
x^{*} & w^{*}
\end{array}\right]\left[\begin{array}{cc}
A-z I & B \\
C & D
\end{array}\right]=0
$$

where $x$ and $w$ are some vectors with $w$ satisfying the condition $w^{*} w=1$. The vector $w$ is called the output zero direction associated with $z$. In the sequel we shall preclude the possibility that $z$ is both a zero and pole of $G(s)$. Then $z$ is a zero of $G(s)$ if and only if $G(z) \eta=0$ for some vector $\eta, \eta^{*} \eta=1$, or $w^{*} G(z)=0$ for some vector $w, w^{*} w=1$. Note also that $p \in \mathbb{C}$ is a pole of $G(s)$ if and only if it is a zero of $G^{-1}(s)$. By a slight abuse of terminology, we shall call the input and output zero directions of $G^{-1}(s)$ the input and output pole directions of $G(s)$, respectively. Hence $p$ is a pole of $G(s)$ if and only if $G^{-1}(p) \eta=0$ for some vector $\eta, \eta^{*} \eta=1$. or $w^{*} G^{-1}(p)=0$ for some vector $w$, $w^{*} w=1$.

It is well-known that a non-minimum phase transfer function admits a factorization that consists of a minimum phase part and an all-pass factor. Let $z_{i} \in \mathbb{C}_{+}, i=1, \cdots, k$, be the non-minimum phase zeros of $G(s)$ and let $\eta_{i}, \eta_{i}^{*} \eta_{i}=1$, be the input directions generated from the following iterative procedure

- Let $(A, B, C, D)$ be a minimal realization of $G(s)$ and $B^{(0)}:=B$;
- Repeat for $i=1$ to $k$

$$
\left[\begin{array}{cc}
A-z_{i} I & B^{(i-1} \\
C & D
\end{array}\right]\left[\begin{array}{l}
\zeta_{i} \\
\eta_{i}
\end{array}\right]=0
$$

$$
B^{(i)}:=B^{(i-1)}-2\left(\operatorname{Re} z_{i}\right) \zeta_{i} \eta_{i}^{*}
$$

Then, the input factorization of $G(s)$ is given by

$$
G(s)=G_{m}(s) B_{k}(s) \cdots B_{1}(s)
$$

where $G_{m}(s)$ denotes the minimum phase factor of $G(s)$, and $B_{i}(s)$ corresponds to the all-pass factor associated with $z_{i}$ :

$$
\begin{equation*}
B_{i}(s)=I-\frac{2 \operatorname{Re} z_{i}}{s+\bar{z}_{i}} \eta_{i} \eta_{i}^{*} \tag{6.1}
\end{equation*}
$$

In fact, $G_{m}(s)$ can be written as

$$
G_{m}(s):=\left[\begin{array}{c|c}
A & B^{(k)} \\
\hline C & D
\end{array}\right] .
$$

For example, suppose $z \in \mathbb{C}$ is a zero of $G(s)$ and $\eta$ is a corresponding input zero direction. Then it is easy to verify using state space calculation that $G(s)$ can be factorized as

$$
G(s)=\left[\begin{array}{c|c}
A & B-2(\operatorname{Re} z) \zeta \eta^{*} \\
\hline C & D
\end{array}\right]\left(I-\frac{2 \operatorname{Re} z}{s+\bar{z}} \eta \eta^{*}\right)
$$

Note that a non-minimum phase transfer function also admits an output factorization analogous to the input factorization, and the subsequent results can be applied to both types of factorizations.

### 6.2 Integral Relations

In this section we provide extensions of the Bode's sensitivity integral relations and Poisson integral relations to multivariable systems. Consider a unit feedback system with a loop transfer function $L$. Let $S(s)$ be the sensitivity function

$$
\begin{equation*}
S(s)=(I+L(s))^{-1} \tag{6.2}
\end{equation*}
$$

Assume that the closed-loop system is stable, so $S(s) \in \mathcal{R} \mathcal{H}_{\infty}$. In addition, the following assumption is made.

## Assumption 6.1

$$
\begin{aligned}
\lim _{R \rightarrow \infty} & \sup _{s \in \overline{\mathbb{C}}_{+}} R \bar{\sigma}(L(s))=0 \\
& |s| \geq R
\end{aligned}
$$

Assumption 6.1 states that the open-loop transfer function has a rolloff rate of more than one pole-zero excess. Note that most of practical systems require a rolloff rate of more than one pole-zero excess in order to maintain a sufficient stability margin.

Let $p$ be a pole of $L(s)$ with the pole direction $\eta$, i.e., $L^{-1}(p) \eta=0, \eta^{*} \eta=1$. Then $p$ is a zero of $S(s)$ and $\eta$ is a zero direction of $S(s)$, i.e., $S(p) \eta=0$, since $S(s)=$ $(I+L(s))^{-1}=\left(I+L^{-1}(s)\right)^{-1} L^{-1}(s)$. The converse is also true, i.e., $p$ is a pole of $L(s)$ and $\eta$ is a pole direction of $L(s)$ if they are the zero and zero direction of $S(s)$, respectively.

Suppose that the open-loop transfer function $L(s)$ has poles $p_{i}$ in the open right-half plane with input pole directions $\eta_{i}, i=1, \cdots, k$. Then the sensitivity function $S(s)$ can be factorized as

$$
\begin{equation*}
S(s)=S_{m}(s) B_{k}(s) \cdots B_{2}(s) B_{1}(s) \tag{6.3}
\end{equation*}
$$

where $S_{m}(s)$ has no zeros in $\overline{\mathbb{C}}_{+}$, and $B_{i}(s)$ is given by

$$
B_{i}(s)=I-\frac{2 \operatorname{Re} p_{i}}{s+\bar{p}_{i}} \eta_{i} \eta_{i}^{*}
$$

Note that the poles $p_{i}$ and pole directions $\eta_{i}$ of $L(s)$ can be obtained as zeros and zero directions of $S(s)$ through a similar iterative procedure as in the last section.

Theorem 6.1 Let $S(s)$ be factorized in (6.3) ard suppose that Assumptions 6.1 holds. Then

$$
\begin{equation*}
\int_{0}^{\infty} \ln \bar{\sigma}(S(j \omega)) d \omega \geq \pi \lambda_{\max }\left(\sum_{j=1}^{k}\left(\operatorname{Re} p_{j}\right) \eta_{j} \eta_{j}^{*}\right) \tag{6.4}
\end{equation*}
$$

Note also that the following equality holds

$$
\int_{0}^{\infty} \ln |S(j \omega)| d \omega=\pi \sum_{i=1}^{k} \operatorname{Re} p_{i}
$$

if $S(s)$ is a scalar function.
Theorem 6.1 has an important implication toward the limitations imposed by the open-loop unstable poles on sensitivity properties. It shows that there will exist a frequency range over which the largest singular value of the sensitivity function exceeds one if it is to be kept below one at other frequencies. In the presence of bandwidth constraint, this imposes a sensitivity tradeoff in different frequency ranges. Furthermore, this result suggests that unlike in single-input single-output systems, the limitations imposed by open-loop unstable poles in multivariable systems are related not only to the locations, but also to the directions of poles and their relative interaction.

It is also instructive to examine the following two extreme cases.
(i) If $\eta_{i}^{*} \eta_{j}=0$ for all $i, j=1, \cdots, k, i \neq j$, then

$$
\begin{equation*}
\int_{0}^{\infty} \ln \bar{\sigma}(S(j \omega)) d \omega \geq \pi \max _{1 \leq i \leq k} \operatorname{Re} p_{i} \tag{6.5}
\end{equation*}
$$

This case corresponds to the situation where the pole directions are mutually orthogonal as if each channel of the system is decoupled from the others in effects of sensitivity properties.
(ii) If $\eta_{i}=\eta$ for all $i=1, \cdots, k$, then

$$
\begin{equation*}
\int_{0}^{\infty} \ln \bar{\sigma}(S(j \omega)) d \omega \geq \pi \sum_{i=1}^{k} \operatorname{Re} p_{i} \tag{6.6}
\end{equation*}
$$

This case corresponds to the situation where all the pole directions are parallel as if the channel corresponding to the largest singular value contains all unstable poles.

Clearly, these phenomena are unique to multivariable systems. The following result further strengthens these observations and shows that the interaction between openloop unstable poles plays an important role toward sensitivity properties.

Corollary 6.2 Let $k=2$ and let the Assumption 6.1 holds. Then

$$
\begin{equation*}
\int_{0}^{\infty} \ln \bar{\sigma}(S(j \omega)) d \omega \geq \frac{\pi}{2}\left(\operatorname{Re}\left(p_{1}+p_{2}\right)+\sqrt{\left(\operatorname{Re}\left(p_{1}-p_{2}\right)\right)^{2}+4 \operatorname{Re} p_{1} \operatorname{Re} p_{2} \cos ^{2} \angle\left(\eta_{1}, \eta_{2}\right)}\right) \tag{6.7}
\end{equation*}
$$

Proof. Note that

$$
\begin{aligned}
\lambda_{\max }\left(\left(\operatorname{Re} p_{1}\right) \eta_{1} \eta_{1}^{*}+\left(\operatorname{Re} p_{2}\right) \eta_{2} \eta_{2}^{*}\right) & =\lambda_{\max }\left(\left[\begin{array}{ll}
\eta_{1} & \eta_{2}
\end{array}\right]\left[\begin{array}{cc}
\operatorname{Re} p_{1} & 0 \\
0 & \operatorname{Re} p_{2}
\end{array}\right]\left[\begin{array}{l}
\eta_{1}^{*} \\
\eta_{2}^{*}
\end{array}\right]\right) \\
& =\lambda_{\max }\left(\left[\begin{array}{cc}
\operatorname{Re} p_{1} & 0 \\
0 & \operatorname{Re} p_{2}
\end{array}\right]\left[\begin{array}{c}
\eta_{1}^{*} \\
\eta_{2}^{*}
\end{array}\right]\left[\begin{array}{ll}
\eta_{1} & \eta_{2}
\end{array}\right]\right) \\
& =\lambda_{\operatorname{amx}}\left(\left[\begin{array}{cc}
\operatorname{Re} p_{1} & 0 \\
0 & \operatorname{Re} p_{2}
\end{array}\right]\left[\begin{array}{cc}
1 & \eta_{1}^{*} \eta_{2} \\
\eta_{2}^{*} \eta_{1} & 1
\end{array}\right]\right) \\
& =\lambda_{\max }\left(\left[\begin{array}{cc}
\operatorname{Re} p_{1} & \left(\operatorname{Re} p_{1}\right) \eta_{1}^{*} \eta_{2} \\
\left(\operatorname{Re} p_{2}\right) \eta_{2}^{*} \eta_{1} & \operatorname{Re} p_{2}
\end{array}\right]\right) .
\end{aligned}
$$

A straightforward calculation then gives

$$
\begin{gathered}
\lambda_{\max }\left(\left(\operatorname{Re} p_{1}\right) \eta_{1} \eta_{1}^{*}+\left(\operatorname{Re} p_{2}\right) \eta_{2} \eta_{2}^{*}\right) \\
=\frac{1}{2} \operatorname{Re}\left(p_{1}+p_{2}\right)+\frac{1}{2} \sqrt{\left(\operatorname{Re}\left(p_{1}-p_{2}\right)\right)^{2}+4 \operatorname{Re} p_{1} \operatorname{Re} p_{2} \cos ^{2} \angle\left(\eta_{1}, \eta_{2}\right)}
\end{gathered}
$$

The utility of this corollary is clear. This result fully characterizes the limitation imposed by a pair of open-loop unstable poles on the sensitivity reduction properties.

This limitation depends not only on the relative distances of the poles to the imaginary axis, but also on the principal angle between the two pole directions.

Next, we investigate the design constraints imposed by open-loop non-minimum phase zeros upon sensitivity properties. The results below may be considered to be a matrix extension of the Poisson integral relation.

Theorem 6.3 Let $S(s) \in \mathcal{H}_{\infty}$ be factorized as (6.3) and assume that

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \max _{\phi \in[-\pi / 2, \pi / 2]} \frac{\left|\ln \bar{\sigma}\left(S\left(R e^{j \phi}\right)\right)\right|}{R}=0 . \tag{6.8}
\end{equation*}
$$

Then, for any non-minimum phase zero $z=x_{1}+j y_{0} \in \mathbb{C}_{+}$of $L(s)$ with output zero direction $w, w^{*} w=1$,

$$
\begin{gather*}
\int_{-\infty}^{\infty} \ln \bar{\sigma}(S(j \omega)) \frac{x_{0}}{x_{0}^{2}+\left(\omega-y_{0}\right)^{2}} d \omega \geq \pi \ln \bar{\sigma}\left(S_{m}(z)\right) \geq \pi \ln \bar{\sigma}(S(z)) .  \tag{6.9}\\
\int_{-\infty}^{\infty} \ln \bar{\sigma}(S(j \omega)) \frac{x_{0}}{x_{0}^{2}+\left(\omega-y_{0}\right)^{2}} d \omega \geq \pi \ln \left\|w^{*} B_{1}^{-1}(z) \cdots B_{k}^{-1}(z)\right\| \tag{6.10}
\end{gather*}
$$

Note that the condition (6.8) is satisfied if $L(s)$ is a proper rational transfer matrix. Furthermore, for single-input single-output systrins,

$$
\left|\left|w^{*} B_{1}^{-1}(z) \cdots B_{k}^{-1}(z) \|=\prod_{i=1}^{k}\right| \frac{z+\bar{p}_{i}}{z-p_{i}}\right|
$$

and

$$
\int_{-\infty}^{\infty} \ln |S(j \omega)| \frac{x_{0}}{x_{0}^{2}+\left(\omega-y_{0}\right)^{2}} d \omega=\pi \ln \prod_{i=1}^{k}\left|\frac{z+\bar{p}_{i}}{z-p_{i}}\right| .
$$

The inequality (6.10) again suggests that the multivariable sensitivity properties are closely related to the pole and zero directions. This result implies that the sensitivity reduction ability of the system may be severely limited by the open-loop unstable poles and non-minimum phase zeros, especially when these poles and zeros are close to each other and the angles between their directions are small.

### 6.3 Design Limitations and Sensitivity Bounds

The integral relations derived in the preceding section are now used to analyze the design tradeoffs and the limitations imposed by the bandwidth constraint and right-half plane poles and zeros upon sensitivity reduction properties. Similar to their counterparts for single-input single-output systems, these integral relations show that there will necessarily exist frequencies at which the sensitivity function exceeds one if it is to be kept below one over other frequencies, hence exhibiting a tradeoff between the reduction
of the sensitivity over one frequency range against its increase over another frequency range.

Suppose that the feedback system is designed such that the level of sensitivity reduction is given by

$$
\begin{equation*}
\bar{\sigma}(S(j \omega)) \leq M_{L}<1, \quad \forall \omega \in\left[-\omega_{L}, \omega_{L}\right] \tag{6.11}
\end{equation*}
$$

where $M_{L}>0$ is a given constant. Let $z=x_{0}+j y_{0} \in \mathbb{C}_{+}$be an open right-half plane zero of $L(s)$ with output direction $w$. Define also

$$
\theta(z):=\int_{-\omega_{L}}^{\omega_{L}} \frac{x_{0}}{x_{0}^{2}+\left(\omega-y_{0}\right)^{2}} d \omega
$$

The following lower bound on the maximum sensitivity displays a limitation due to the open right-half plane zeros upon the sensitivity reduction properties.

Corollary 6.4 Let the assumption in Theorem 6.3 holds. In addition, suppose that the condition (6.11) is satisfied. Then, for each open right-half plane zero $z \in \mathbb{C}_{+}$of $L(s)$ with output zero direction $w$,

$$
\begin{equation*}
\|S(s)\|_{\infty} \geq\left(\frac{1}{M_{L}}\right)^{\frac{\theta(z)}{\pi-\theta(z)}}\left\|w^{*} B_{1}^{-1}(z) \cdots B_{k}^{-1}(z)\right\|^{\frac{\pi}{\pi-\theta(z)}} \tag{6.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\|S(s)\|_{\infty} \geq\left(\frac{1}{M_{L}}\right)^{\frac{\theta(z)}{\pi-\theta(z)}}(\bar{\sigma}(S(z)))^{\frac{\pi}{\pi-\theta(z)}} \tag{6.13}
\end{equation*}
$$

Proof. Note that

$$
\int_{-\infty}^{\infty} \ln \bar{\sigma}(S(j \omega)) \frac{x_{0}}{x_{0}^{2}+\left(\omega-y_{0}\right)^{2}} d \omega \leq(\pi-\theta(z)) \ln \|S(j \omega)\|_{\infty}+\theta(z) \ln \left(M_{L}\right)
$$

Then the inequality (6.12) follows by applying inequality (6.10) and inequality (6.13) follows by applying inequality (6.9)

The interpretation of Corollary 6.4 is similar to that in single-input single-output systems. Roughly stated, this result shows that for a non-minimum phase system, its sensitivity must increase beyond one at certain frequencies if the sensitivity reduction is to be achieved at other frequencies. Of particular importance here is that the sensitivity function will in general exhibit a larger peak in multivariable systems than in singleinput single-output systems, due to the fact that $\bar{\sigma}(S(z)) \geq 1$.

The design tradeoffs and limitations on the sensitivity reduction which arise from bandwidth constraints as well as open-loop unstable poles can be studied using the extended Bode integral relations. However, these integral relations by themselves do not mandate a meaningful tradeoff between the sensitivity reduction and the sensitivity
increase, since the sensitivity function can be allowed to exceed one by an arbitrarily small amount over an arbitrarily large frequenc; range so as not to violate the Bode integral relations. However, bandwidth constraints in feedback design typically require that the open-loop transfer function be small above a specified frequency, and that it roll off at a rate of more than one pole-zero excess aiove that frequency. These constraints are commonly needed to ensure stability robustness despite the presence of modeling uncertainty in the plant model, particularly at high frequencies. One way of quantifying such bandwidth constraints is by requiring the open-loop transfer function to satisfy

$$
\begin{equation*}
\bar{\sigma}(L(j \omega)) \leq \frac{M_{H}}{\omega^{1+k}} \leq \epsilon<1, \quad \forall \omega \in\left[\omega_{H}, \infty\right) \tag{6.14}
\end{equation*}
$$

where $\omega_{H}>\omega_{L}$, and $M_{H}>0, k>0$ are some given constants. With the bandwidth constraint given as such, the following result again shows that the sensitivity reduction specified by (6.11) can be achieved only at the expense of increasing the sensitivity at certain frequencies.

Corollary 6.5 Suppose that the conditions (6.11) and (6.14) are satisfied for some $\omega_{H}$ and $\omega_{L}$ such that $\omega_{H}>\omega_{L}$. Then

$$
\begin{equation*}
\max _{\omega \in\left[\omega_{L}, \omega_{H}\right]} \bar{\sigma}(S(j \omega)) \geq e^{\alpha}\left(\frac{1}{M_{L}}\right)^{\frac{\omega_{L}}{H^{-\omega_{L}}}}(1-\epsilon)^{\frac{\omega_{H}}{k\left(\omega_{H}-\omega_{L}\right)}} \tag{6.15}
\end{equation*}
$$

where

$$
\alpha=\frac{\pi \lambda_{\max }\left(\sum_{i=1}^{k}\left(\operatorname{Re} p_{i}\right) \eta_{i} \eta_{i}^{*}\right)}{\omega_{H}-\omega_{i}}
$$

Proof. Note that Assumption 6.1 is automatically satisfied by the condition (6.14), hence Theorem 6.1 can be applied. Next, note that for $\omega \geq \omega_{H}$,
and

$$
\begin{aligned}
-\int_{\omega_{H}}^{\infty} \ln \left(1-\frac{M_{H}}{\omega^{1+k}}\right) d \omega & =\sum_{i=1}^{\infty} \int_{\omega_{H}}^{\infty} \frac{1}{i}\left(\frac{M_{H}}{\omega^{1+k}}\right)^{i} d \omega \\
& =\sum_{i=1}^{\infty} \frac{1}{i} \frac{\omega_{H}}{i\left(1+k_{i}\right)-1}\left(\frac{M_{H}}{\omega_{H}^{1+k}}\right)^{i} \\
& \leq \frac{\omega_{H}}{k} \sum_{i=1}^{\infty} \frac{1}{i}\left(\frac{M_{H}}{\jmath_{H}^{1+k}}\right)^{i}=-\frac{\omega_{H}}{k} \ln \left(1-\frac{M_{H}}{\omega_{H}^{1+k}}\right) \\
& \leq-\frac{\omega_{H}}{k} \ln (1-\epsilon) .
\end{aligned}
$$

Then

$$
\begin{gathered}
\int_{0}^{\infty} \ln \bar{\sigma}(S(j \omega)) d \omega=\int_{0}^{\omega_{L}} \ln \bar{\sigma}(S(j \omega)) d \omega+\int_{\omega_{L}}^{\omega_{H}} \ln \bar{\sigma}(S(j \omega)) d \omega+\int_{\omega_{H}}^{\infty} \ln \bar{\sigma}(S(j \omega)) d \omega \\
\quad \leq \omega_{L} \ln M_{L}+\left(\omega_{H}-\omega_{L}\right) \max _{\omega \in\left\{\omega_{L}, \omega_{H}\right]} \ln \bar{\sigma}(S(j \omega))-\int_{\omega_{H}}^{\infty} \ln \left(1-\frac{M_{H}}{\omega^{1+k}}\right) d \omega \\
\leq \omega_{L} \ln M_{L}+\left(\omega_{H}-\omega_{L}\right) \max _{\omega \in\left[\omega_{L}, \omega_{H}\right]} \ln \bar{\sigma}(S(j \omega))-\frac{\omega_{H}}{k} \ln (1-\epsilon)
\end{gathered}
$$

and the result follows from applying (6.4).
The above lower bound shows that the sensitivity can be very significant in the transition band.

### 6.4 Bode's Gain and Phase Relation

In the classical feedback theory, the Bode's gain-phase integral relation (see Bode [1945]) has been used as an important tool to express design constraints in scalar systems. The following is an extended version of the Bode's gain and phase relationship for an openloop stable scalar system with possible right-half plane zeros, see Freudenberg and Looze [1988] and Doyle, Francis, and Tannenbaum [1992]:

$$
\angle L\left(j \omega_{0}\right)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{d \ln |L|}{d \nu} \ln \operatorname{coth} \frac{|\nu|}{2} d \nu+\angle \prod_{i=1}^{k} \frac{j \omega_{0}+\bar{z}_{i}}{j \omega_{0}-z_{i}}
$$

where $z_{i}$ 's are assumed to be the right-half plane zeros of $L(s)$ and $\nu:=\ln \left(\omega / \omega_{0}\right)$. The function $\ln$ coth $\frac{|\nu|}{2}$ is plotted in Figure 6.1.

Note that $\ln \operatorname{coth} \frac{|\nu|}{2}$ decreases rapidly as $\omega$ deviates from $\omega_{0}$ and hence the integral depends mostly on the behavior of $\frac{d \ln |L(j \omega)|}{d \nu}$ near the frequency $\omega_{0}$. Note that $\frac{d \ln |L(j \omega)|}{d \nu}$ is the slope of the Bode plot which is almost always negative. It follows that $\angle L\left(j \omega_{0}\right)$ will be large if the gain $L$ attenuates slowly near $\omega_{0}$ and small if it attenuates rapidly near $\omega_{0}$. The behavior of $\angle L(j \omega)$ is particularly important near the crossover frequency $\omega_{c}$ where $\left|L\left(j \omega_{c}\right)\right|=1$ since $\pi+\angle L\left(j \omega_{c}\right)$ is the phase margin of the feedback system, and further the return difference is given by

$$
\left|1+L\left(j \omega_{c}\right)\right|=\left|1+L^{-1}\left(j \omega_{c}\right)\right|=2\left|\sin \frac{\pi+\angle L\left(j \omega_{c}\right)}{2}\right|
$$

which must not be too small for good stability robustness. If $\pi+\angle L\left(j \omega_{c}\right)$ is forced to be very small by rapid gain attenuation, the feedback system will amplify disturbances


Figure 6.1: The function In $\operatorname{coth} \frac{|\nu|}{2}$ vs. $\nu$
and exhibit little uncertainty tolerance at and ntar $\omega_{c}$. Since $\sum \frac{j \omega_{0}+\bar{z}_{i}}{j} \leq 0$ for each $i$, a non-minimum phase zero contributes an additional phase lag and imposes limitations upon the rolloff rate of the open-loop gain. The conflict between attenuation rate and loop quality near crossover is thus clearly evident. A thorough discussion of the limitations these relations impose upon feedback control design is given by Bode [1945], Horowitz [1963], and Freudenberg and Looze [1988]. See also Freudenberg and Looze [1988] for some multivariable generalizations.

In the classical feedback theory, it has been common to express design goals in terms of the "shape" of the open-loop transfer function. A typical design requires that the open-loop transfer function have a high gain at low frequencies and a low gain at high frequencies while the transition should be well-behaviored. The same conclusion applies to multivariable system where the singula I' value plots should be well-behaviored between the transition band.

### 6.5 Notes and References

The results presented in this chapter are based on Chen [1992a, 1992b, 1995]. Some related results can be found in Boyd and Desoer [1985] and Freudenberg and Looze [1988]. The related results for scalar systems can be found in Bode [1945], Horowitz [1963], Doyle, Francis, and Tannenbaum [1992], and Freudenberg and Looze [1988].

The study of analytic functions, harmonic functions ${ }^{1}$, and various integral relations in the scalar case can be found in Garnett [1981] and Hoffman [1962].

[^7]

## Model Reduction by Balanced Truncation

In this chapter we consider the problem of reducing the order of a linear multivariable dynamical system. There are many ways to reduce the order of a dynamical system. However, we shall study only two of them: balanced truncation method and Hankel norm approximation method. This chapter focuses on the balanced truncation method while the next chapter studies the Hankel norm approximation method.

A model order reduction problem can in general be stated as follows: Given a full order model $G(s)$, find a lower order model, say, an $r$-th order model $G_{r}$, such that $G$ and $G_{r}$ are close in some sense. Of course, there are many ways to define the closeness of an approximation. For example, one may desire that the reduced model be such that

$$
G=G_{r}+\Delta_{a}
$$

and $\Delta_{a}$ is small in some norm. This model reduction is usually called an additive model reduction problem. On the other hand, one may also desire that the approximation be in relative form

$$
G_{r}=G\left(I+\Delta_{r e l}\right)
$$

so that $\Delta_{r e l}$ is small in some norm. This is called a relative model reduction problem. We shall be only interested in $\mathcal{L}_{\infty}$ norm approximation in this book. Once the norm is chosen, the additive model reduction problem can be formulated as

$$
\inf _{\operatorname{deg}\left(G_{r}\right) \leq r}\left\|G-G_{r}\right\|_{\infty}
$$

and the relative model reduction problem can formulated as

$$
\inf _{\operatorname{deg}\left(G_{r}\right) \leq r}\left\|G^{-1}\left(G-G_{r}\right)\right\|_{\infty}
$$

if $G$ is invertible. In general, a practical model reduction problem is inherently frequency weighted, i.e., the requirement on the approximation accuracy at one frequency range can be drastically different from the requirement at another frequency range. These problems can in general be formulated as frequency weighted model reduction problems

$$
\inf _{\operatorname{deg}\left(G_{r}\right) \leq r}\left\|W_{o}\left(G-G_{r}\right) W_{i}\right\|_{\infty}
$$

with appropriate choice of $W_{i}$ and $W_{o}$. We shall see in this chapter how the balanced realization can give an effective approach to the above model reduction problems.

### 7.1 Model Reduction by Balanced Truncation

Consider a stable system $G \in \mathcal{R} \mathcal{H}_{\infty}$ and suppose $G=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right]$ is a balanced realization, i.e., its controllability and observability Gramians are equal and diagonal. Denote the balanced Gramians by $\Sigma$, then

$$
\begin{align*}
& A \Sigma+\Sigma A^{*}+B B^{*}=0  \tag{7.1}\\
& A^{*} \Sigma+\Sigma A+C^{*} C=0 \tag{7.2}
\end{align*}
$$

Now partition the balanced Gramian as $\left.\Sigma=\begin{array}{cc}\Sigma_{1} & 0 \\ 0 & \Sigma_{2}\end{array}\right]$ and partition the system accordingly as

$$
G=\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right]
$$

Then (7.1) and (7.2) can be written in terms of their partitioned matrices as

$$
\begin{align*}
& A_{11} \Sigma_{1}+\Sigma_{1} A_{11}^{*}+B_{1} B_{1}^{*}=0  \tag{7.3}\\
& \Sigma_{1} A_{11}+A_{11}^{*} \Sigma_{1}+C_{1}^{*} C_{1}=0  \tag{7.4}\\
& A_{21} \Sigma_{1}+\Sigma_{2} A_{12}^{*}+B_{2} B_{1}^{*}=0  \tag{7.5}\\
& \Sigma_{2} A_{21}+A_{12}^{*} \Sigma_{1}+C_{2}^{*} C_{1}=0  \tag{7.6}\\
& A_{22} \Sigma_{2}+\Sigma_{2} A_{22}^{*}+B_{2} B_{2}^{*}=0  \tag{7.7}\\
& \Sigma_{2} A_{22}+A_{22}^{*} \Sigma_{2}+C_{2}^{*} C_{2}=0 . \tag{7.8}
\end{align*}
$$

The following theorem characterizes the properties of these subsystems.
Theorem 7.1 Assume that $\Sigma_{1}$ and $\Sigma_{2}$ have no diagonal entries in common. Then both subsystems $\left(A_{i i}, B_{i}, C_{i}\right), i=1,2$ are asymptotically stable.

Proof. It is clearly sufficient to show that $A_{11}$ is asymptotically stable. The proof for the stability of $A_{22}$ is similar.

By Lemma 3.20 or Lemma 3.21, $\Sigma_{1}$ can be assumed to be positive definite without loss of generality. Then it is obvious that $\lambda_{i}\left(A_{11}\right) \leq 0$ by Lemma 3.19. Assume that $A_{11}$ is not asymptotically, then there exists an eigenvalue at $j \omega$ for some $\omega$. Let $V$ be a basis matrix for $\operatorname{Ker}\left(A_{11}-j \omega I\right)$. Then we have

$$
\begin{equation*}
\left(A_{11}-j \omega I\right) V=0 \tag{7.9}
\end{equation*}
$$

which gives

$$
V^{*}\left(A_{11}^{*}+j \omega I\right)=0 .
$$

Equations (7.3) and (7.4) can be rewritten as

$$
\begin{align*}
& \left(A_{11}-j \omega I\right) \Sigma_{1}+\Sigma_{1}\left(A_{11}^{*}+j \omega I\right)+B_{1} B_{1}^{*}=0  \tag{7.10}\\
& \Sigma_{1}\left(A_{11}-j \omega I\right)+\left(A_{11}^{*}+j \omega I\right) \Sigma_{1}+C_{1}^{*} C_{1}=0 . \tag{7.11}
\end{align*}
$$

Multiplication of (7.11) from the right by $V$ and from the left by $V^{*}$ gives $V^{*} C_{1}^{*} C_{1} V=0$, which is equivalent to

$$
C_{1} V=0
$$

Multiplication of (7.11) from the right by $V$ now gives

$$
\left(A_{11}^{*}+j \omega I\right) \Sigma_{1} V=0
$$

Analogously, first multiply (7.10) from the right by $\Sigma_{1} V$ and from the left by $V^{*} \Sigma_{1}$ to obtain

$$
B_{1}^{*} \Sigma_{1} V=0
$$

Then multiply (7.10) from the right by $\Sigma_{1} V$ to get

$$
\left(A_{11}-j \omega I\right) \Sigma_{1}^{2} V=0
$$

It follows that the columns of $\Sigma_{1}^{2} V$ are in $\operatorname{Ker}\left(A_{11}-j \omega I\right)$. Therefore, there exists a matrix $\bar{\Sigma}_{1}$ such that

$$
\Sigma_{1}^{2} V=V \bar{\Sigma}_{1}^{2}
$$

Since $\bar{\Sigma}_{1}^{2}$ is the restriction of $\Sigma_{1}^{2}$ to the space spanned by $V$, it follows that it is possible to choose $V$ such that $\bar{\Sigma}_{1}^{2}$ is diagonal. It is then also possible to choose $\bar{\Sigma}_{1}$ diagonal and such that the diagonal entries of $\bar{\Sigma}_{1}$ are a subset of the diagonal entries of $\Sigma_{1}$.

Multiply (7.5) from the right by $\Sigma_{1} V$ and (7.6) by $V$ to get

$$
\begin{aligned}
A_{21} \Sigma_{1}^{2} V+\Sigma_{2} A_{12}^{*} \Sigma_{1} V & =0 \\
\Sigma_{2} A_{21} V+A_{12}^{*} \Sigma_{1} V & =0
\end{aligned}
$$

which gives

$$
\left(A_{21} V\right) \bar{\Sigma}_{1}^{2}=\Sigma_{2}^{2}\left(A_{21} V\right)
$$

This is a Sylvester equation in $\left(A_{21} V\right)$. Because $\Sigma_{1}^{2}$ and $\Sigma_{2}^{2}$ have no diagonal entries in common it follows from Lemma 2.7 that

$$
\begin{equation*}
A_{21} V=0 \tag{7.12}
\end{equation*}
$$

is the unique solution. Now (7.12) and (7.9) implies that

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{l}
V \\
0
\end{array}\right]=j \omega\left[\begin{array}{c}
V \\
0
\end{array}\right]
$$

which means that the $A$-matrix of the original system has an eigenvalue at $j \omega$. This contradicts the fact that the original system is asymptotically stable. Therefore $A_{11}$ must be asymptotically stable.

Corollary 7.2 If $\Sigma$ has distinct singular values, then every subsystem is asymptotically stable.

The stability condition in Theorem 7.1 is only sufficient. For example,

$$
\frac{(s-1)(s-2)}{(s+1)(s+2)}=\left[\begin{array}{cc|c}
-2 & -2.8284 & -2 \\
0 & -1 & -1.4142 \\
\hline 2 & 1.4 .42 & 1
\end{array}\right]
$$

is a balanced realization with $\Sigma=I$ and every subsystem of the realization is stable. On the other hand,

$$
\frac{s^{2}-s+2}{s^{2}+s+2}=\left[\begin{array}{cc|c}
-1 & 1.4142 & 1.4142 \\
-1.4142 & 0 & 0 \\
\hline-1.4142 & 0 & 1
\end{array}\right]
$$

is also a balanced realization with $\Sigma=I$ but one of the subsystems is not stable.
Theorem 7.3 Suppose $G(s) \in \mathcal{R} \mathcal{H}_{\infty}$ and

$$
G(s)=\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right]
$$

is a balanced realization with Gramian $\Sigma=\operatorname{diag}\left(\Sigma_{1}, \Sigma_{2}\right)$

$$
\begin{aligned}
& \Sigma_{1}=\operatorname{diag}\left(\sigma_{1} I_{s_{1}}, \sigma_{2} I_{s_{2}}, \ldots, \sigma_{r} I_{s_{r}}\right) \\
& \Sigma_{2}=\operatorname{diag}\left(\sigma_{r+1} I_{s_{r+1}}, \sigma_{r+2} i_{s_{r+2}}, \ldots, \sigma_{N} I_{s_{N}}\right)
\end{aligned}
$$

and

$$
\sigma_{1}>\sigma_{2}>\cdots>\sigma_{r}>\sigma_{r+1}>\sigma_{r+2}>\cdots>\sigma_{N}
$$

where $\sigma_{i}$ has multiplicity $s_{i}, i=1,2, \ldots, N$ and $s_{1}+s_{2}+\cdots+s_{N}=n$. Then the truncated system

$$
G_{r}(s)=\left[\begin{array}{c|c}
A_{11} & B_{1} \\
\hline C_{1} & D
\end{array}\right]
$$

is balanced and asymptotically stable. Furthermore

$$
\left\|G(s)-G_{r}(s)\right\|_{\infty} \leq 2\left(\sigma_{r+1}+\sigma_{r+2}+\cdots+\sigma_{N}\right)
$$

and the bound is achieved if $r=N-1$, i.e.,

$$
\left\|G(s)-G_{N-1}(s)\right\|_{\infty}=2 \sigma_{N}
$$

Proof. The stability of $G_{r}$ follows from Theorem 7.1. We shall now give a direct proof of the error bound for the case $s_{i}=1$ for all $i$. Hence, we assume $s_{i}=1$ and $N=n$. An alternative proof will be given later where the singular values $\sigma_{i}$ are not assumed to be distinct.

Let

$$
\begin{aligned}
\phi(s) & :=\left(s I-A_{11}\right)^{-1} \\
\psi(s) & :=s I-A_{22}-A_{21} \phi(s) A_{12} \\
\tilde{B}(s) & :=A_{21} \phi(s) B_{1}+B_{2} \\
\tilde{C}(s) & :=C_{1} \phi(s) A_{12}+C_{2}
\end{aligned}
$$

then using the partitioned matrix results of section 2.3,

$$
\begin{aligned}
G(s)-G_{r}(s) & =C(s I-A)^{-1} B-C_{1} \phi(s) B_{1} \\
& =\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]\left[\begin{array}{cc}
s I-A_{11} & -A_{12} \\
-A_{21} & s I-A_{22}
\end{array}\right]^{-1}\left[\begin{array}{c}
B_{1} \\
B_{2}
\end{array}\right]-C_{1} \phi(s) B_{1} \\
& =\tilde{C}(s) \psi^{-1}(s) \tilde{B}(s)
\end{aligned}
$$

computing this quantity on the imaginary axis to get

$$
\begin{equation*}
\bar{\sigma}\left[G(j \omega)-G_{r}(j \omega)\right]=\lambda_{\max }^{1 / 2}\left[\psi^{-1}(j \omega) \tilde{B}(j \omega) \tilde{B}^{*}(j \omega) \psi^{-*}(j \omega) \tilde{C}^{*}(j \omega) \tilde{C}(j \omega)\right] \tag{7.13}
\end{equation*}
$$

Expressions for $\tilde{B}(j \omega) \tilde{B}^{*}(j \omega)$ and $\tilde{C}^{*}(j \omega) \tilde{C}(j \omega)$ are obtained by using the partitioned form of the internally balanced Gramian equations (7.3)-(7.8).

An expression for $\tilde{B}(j \omega) \tilde{B}^{*}(j \omega)$ is obtained by using the definition of $B(s)$, substituting for $B_{1} B_{1}^{*}, B_{1} B_{2}^{*}$ and $B_{2} B_{2}^{*}$ from the partitioned form of the Gramian equations (7.3)-(7.5), we get

$$
\tilde{B}(j \omega) \tilde{B}^{*}(j \omega)=\psi(j \omega) \Sigma_{2}+\Sigma_{2} \psi^{*}(j \omega)
$$

The expression for $\tilde{C}^{*}(j \omega) \tilde{C}(j \omega)$ is obtained analogously and is given by

$$
\tilde{C}^{*}(j \omega) \tilde{C}(j \omega)=\Sigma_{2} \psi(j \omega)+\psi^{*}(j \omega) \Sigma_{2}
$$

These expressions for $\tilde{B}(j \omega) \tilde{B}^{*}(j \omega)$ and $\tilde{C}^{*}(j \omega) \tilde{C}(j \omega)$ are then substituted into (7.13) to obtain

$$
\bar{\sigma}\left[G(j \omega) \quad G_{r}(j \omega)\right]=\lambda_{\max }^{1 / 2}\left\{\left[\Sigma_{2}+\psi^{-1}(j \omega) \Sigma_{2} \psi^{*}(j \omega)\right]\left[\Sigma_{2}+\psi^{-*}(j \omega) \Sigma_{2} \psi(j \omega)\right]\right\}
$$

Now consider one-step order reduction, i.e., $r=u-1$, then $\Sigma_{2}=\sigma_{n}$ and

$$
\begin{equation*}
\bar{\sigma}\left[G(j \omega)-G_{r}(j \omega)\right]=\sigma_{n} \lambda_{\max }^{1 / 2}\left\{\left[1+\Theta^{-1}(j \omega)\right][1+\Theta(j \omega)]\right\} \tag{7.14}
\end{equation*}
$$

where $\Theta:=\psi^{-*}(j \omega) \psi(j \omega)=\Theta^{-*}$ is an "all pass" scalar function. (This is the only place we need the assumption of $\left.s_{i}=1\right)$ Hence $|\Theta(j \omega)|=1$.

Using triangle inequality we get

$$
\begin{equation*}
\bar{\sigma}[G(j \omega)-\mathrm{G} \& \mathrm{w})] \leq \sigma_{n}[1+|\Theta(j \omega)|]=2 \sigma_{n} \tag{7.15}
\end{equation*}
$$

This completes the bound for $\mathrm{T}=\mathbf{n - 1}$.
The remainder of the proof is achieved by using the order reduction by one step results and by noting that $G_{k}(s)=\left[\begin{array}{c|c}A_{11} & B_{1} \\ \hline C_{1} & D\end{array}\right]$ obtained by the "k-th" order partitioning is internally balanced with balanced Gramian given by

$$
\Sigma_{1}=\operatorname{diag}\left(\sigma_{1} I_{s_{1}}, \sigma_{2} I_{s_{2}}, \ldots, \sigma_{k} I_{s_{k}}\right)
$$

Let $E_{k}(s)=G_{k+1}(s)-G_{k}(s)$ for $k=1,2, \ldots, N-1$ and let $G_{N}(s)=\mathrm{G}(\mathrm{s})$. Then

$$
\bar{\sigma}\left[E_{k}(j \omega)\right] \leq 2 \sigma_{k+1}
$$

since $G_{k}(s)$ is a reduced order model obtained from the internally balanced realization of $G_{k+1}(s)$ and the bound for one-step order reduction, (7.15) holds.

Noting that

$$
\mathbf{G}(\mathbf{s})-G_{r}(s)=\sum_{k=: r}^{N \cdots 1} E_{k}(s)
$$

by the definition of $E_{k}(s)$, $\boldsymbol{w} \boldsymbol{e}$ have

$$
\bar{\sigma}\left[G(j \omega)-G_{r}(j \omega)\right] \leq \sum_{k=r}^{\mathrm{N}-1} \bar{\sigma}\left[E_{h}(j \omega)\right] \leq 2 \sum_{k=r}^{\mathrm{N}-1} \sigma_{k+1}
$$

This is the desired upper bound.
To see that the bound is actually achieved when $\tau=N-1$, we note that $\mathrm{O}(0)=\mathrm{I}$. Then the right hand side of (7.14) is $2 \sigma_{N}$ at $\mathrm{w}=0$.

We shall now give an alternative proof of the error bound using matrix dilation. Another alternative proof will be given in the next chapter using the optimal Hankel norm approximation.

An Alternative Proof Using Dilation: We shall again only show the one step model reduction. Hence we shall assume $\Sigma_{2}=\sigma I$. Define the approximation error

$$
\begin{aligned}
E_{11} & :=\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right]-\left[\begin{array}{c|c}
A_{11} & B_{1} \\
\hline C_{1} & D
\end{array}\right] \\
& =\left[\begin{array}{ccc|c}
A_{11} & 0 & 0 & B_{1} \\
0 & A_{11} & A_{12} & B_{1} \\
0 & A_{21} & A_{22} & B_{2} \\
\hline-C_{1} & C_{1} & C_{2} & 0
\end{array}\right] .
\end{aligned}
$$

Apply a similarity transformation $T$ to the above state space realization with

$$
T=\left[\begin{array}{ccc}
I / 2 & I / 2 & 0 \\
I / 2 & -I / 2 & 0 \\
0 & 0 & I
\end{array}\right], \quad T^{-1}=\left[\begin{array}{ccc}
I & I & 0 \\
I & -I & 0 \\
0 & 0 & I
\end{array}\right]
$$

to get

$$
E_{11}=\left[\begin{array}{ccc|c}
A_{11} & 0 & A_{12} / 2 & B_{1} \\
0 & A_{11} & -A_{12} / 2 & 0 \\
A_{21} & -A_{21} & A_{22} & B_{2} \\
\hline 0 & -2 C_{1} & C_{2} & 0
\end{array}\right] .
$$

Consider a dilation of $E_{11}(s)$ :

$$
\begin{aligned}
E(s) & =\left[\begin{array}{ccc|cc}
E_{11}(s) & E_{12}(s) \\
E_{21}(s) & E_{22}(s)
\end{array}\right] \\
& =\left[\begin{array}{cccc}
A_{11} & 0 & A_{12} / 2 & B_{1} \\
0 & A_{11} & -A_{12} / 2 & 0 \\
\sigma \Sigma_{1}^{-1} C_{1}^{*} \\
A_{21} & -A_{21} & A_{22} & B_{2} \\
\hline 0 & -2 C_{1} & C_{2} & 0 \\
\hline 0 \sigma I \\
-2 \sigma B_{1}^{*} \Sigma_{1}^{-1} & 0 & -B_{2}^{*} & 2 \sigma I \\
0
\end{array}\right] \\
& =:\left[\begin{array}{c|c}
\tilde{A} & \tilde{B} \\
\hline \tilde{C} & \tilde{D}
\end{array}\right] .
\end{aligned}
$$

Then it is easy to verify that

$$
\tilde{P}=\left[\begin{array}{ccc}
\Sigma_{1} & 0 & \\
0 & \sigma^{2} \Sigma_{1}^{-1} & 0 \\
0 & 0 & 2 \sigma I
\end{array}\right]
$$

satisfies

$$
\begin{aligned}
\tilde{A} \tilde{P}+\tilde{P} \tilde{A}^{*}+\tilde{B} \tilde{B}^{*} & =0 \\
\tilde{P} \tilde{C}^{*}+\tilde{B} \tilde{D}^{*} & =0
\end{aligned}
$$

Using these two equations, we have

$$
\begin{aligned}
E(s) E^{\sim}(s) & =\left[\begin{array}{cc|c}
\tilde{A} & -\tilde{B} \tilde{B}^{*} & \tilde{B} \tilde{D}^{*} \\
0 & -\tilde{A}^{*} & \tilde{C}^{*} \\
\hline \tilde{C} & -\tilde{D} \tilde{B}^{*} & \tilde{D} \tilde{D}^{*}
\end{array}\right] \\
& =\left[\begin{array}{cc|c}
\tilde{A} & -\tilde{A} \tilde{P}-\tilde{P} \tilde{A}^{*}-\tilde{B} \tilde{B}^{*} & \tilde{P} \tilde{C}^{*}+\tilde{B} \tilde{D}^{*} \\
0 & -\tilde{A}^{*} & \tilde{C}^{*} \\
\hline \tilde{C} & -\tilde{C} \tilde{P}-\tilde{D} \tilde{B}^{*} & \tilde{D} \tilde{D}^{*}
\end{array}\right] \\
& =\left[\begin{array}{cc|c}
\tilde{A} & 0 & 0 \\
0 & -\tilde{A}^{*} & \tilde{C}^{*} \\
\hline \tilde{C} & 0 & \tilde{D} \tilde{D}^{*}
\end{array}\right] \\
& =\tilde{D} \tilde{D}^{*}=4 \sigma^{2} I
\end{aligned}
$$

where the second equality in the above are obtained by applying a similarity transformation

$$
T=\left[\begin{array}{cc}
I & \tilde{P} \\
0 & I
\end{array}\right]
$$

Hence $\left\|E_{11}\right\|_{\infty} \leq\|E\|_{\infty}=2 \sigma$ which is the desired result.
The singular values $\sigma_{i}$ are called the Hankel singular values. A useful consequence of the above theorem is the following corollary.

Corollary 7.4 Let $\sigma_{i}, i=1, \ldots, N$ be the Hankel singular values of $G(s) \in \mathcal{R} \mathcal{H}_{\infty}$. Then

$$
\|G(s)-G(\infty)\|_{\infty} \leq 2\left(\sigma_{1}+\ldots+\sigma_{N}\right)
$$

The above bound can be tight for some systems. For example, consider an $n$-th order transfer function

$$
G(s)=\sum_{j=1}^{n} \frac{a^{2 j}}{s+\alpha^{2 j}}
$$

with $\alpha>0$. Then $\|G(s)\|_{\infty}=G(0)=n$ and $G(s)$ has the following state space realization

$$
G=\left[\begin{array}{cccc|c}
-\alpha^{2} & & & & \alpha \\
& -\alpha^{4} & & & \alpha^{2} \\
& & \ddots & & \vdots \\
& & & -\alpha^{2 n} & \alpha^{n} \\
\hline \alpha & \alpha^{2} & \cdots & \alpha^{n} & 0
\end{array}\right]
$$

and the controllability and observability Gramians of the realization are given by

$$
P=Q=\left[\frac{\alpha^{2+j}}{\alpha^{2 i}+\alpha^{2 j}}\right]
$$

and $P=\mathrm{Q} \rightarrow \frac{1}{2} I_{n}$ as $\alpha \rightarrow$ co. So the Hankel singular values $\sigma_{j} \rightarrow \frac{1}{2}$ and $2\left(\sigma_{1}+\sigma_{2}+\right.$ $\left.\ldots+\sigma_{n}\right) \rightarrow n=\|G(s)\|_{\infty}$ as $\alpha \rightarrow \infty$.

The model reduction bound can also be loose for systems with Hankel singular values close to each other. For example, consider the balanced realization of a fourth order system

$$
G(s)=\left[\begin{array}{cccc|c}
-19.9579 & -5.4682 & 9.6954 & (0.9160 & -6.3180 \\
5.4682 & 0 & 0 & 0.2378 & 0.0020 \\
-9.6954 & 0 & 0 & -4.0051 & -0.0067 \\
0.9160 & -0.2378 & 4.0051 & -0.0420 & 0.2893 \\
\hline-6.3180 & -0.0020 & 0.0067 & 0.2893 & 0
\end{array}\right]
$$

with Hankel singular values given by

$$
\sigma_{1}=1, \sigma_{2}=0.9977, \sigma_{3}=0.9957, \sigma_{4}=0.9952
$$

The approximation errors and the estimated bounds are listed in the following table. The table shows that the actual error for an r-th order approximation is almost the same as $2 \sigma_{r+1}$ which would be the estimated bound if we regard $\sigma_{r+1}=\sigma_{r+2}=\ldots=\sigma_{4}$. In general, it is not hard to construct an n-th order system so that the r-th order balanced model reduction error is approximately $2 \sigma_{r+1}$ but the error bound is arbitrarily close to $2(n-r) \sigma_{r+1}$. One method to construct such a system is as follows: Let $\mathrm{G}(\mathrm{s})$ be a stable all-pass function, i.e., $G^{\sim}(s) G(s)=I$, then there is a balanced realization for G so that the controllability and observability Gramians are $P=\mathrm{Q}=I$. Next make a very small perturbation to the balanced realization then the perturbed system has a balanced realization with distinct singular values and $P=\mathrm{Q} \approx I$. This perturbed system will have the desired properties and this is exactly how the above example is constructed.

| $\left\\|G^{-}-G_{r}\right\\|_{\infty}$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
|  | 2 | 1.996 | 1.991 | 1.9904 |
|  | 7.9772 | 5.9772 | 3.9818 | 1.9904 |
|  | 2 | 1.9954 | 1.9914 | 1.9904 |

### 7.2 Frequency-Weighted Balanced Model Reduction

This section considers the extension of the balanced truncation method to frequency weighted case. Given the original full order model $G \in \mathcal{R} \mathcal{H}_{\infty}$, the input weighting matrix $W_{i} \in \mathcal{R} \mathcal{H}_{\infty}$ and the output weighting matrix $W_{o} \in \mathcal{R} \mathcal{H}_{\infty}$, our objective is to find a lower order model $G_{r}$ such that

$$
\left\|W_{o}\left(G-G_{r}\right) W_{i}\right\|_{\infty}
$$

is made as small as possible. Assume that $G, W_{2}$, and $W_{o}$ have the following state space realizations

$$
G=\left[\begin{array}{c|c}
A & B \\
\hline C & 0
\end{array}\right], \quad W_{i}=\left[\begin{array}{c|c}
A_{i} & B_{1} \\
\hline C_{i} & D_{,}
\end{array}\right], \quad W_{o}=\left[\begin{array}{c|c}
A_{o} & B_{o} \\
\hline C_{o} & D_{o}
\end{array}\right]
$$

with $A \in \mathbb{R}^{n \times n}$. Note that there is no loss of renerality in assuming $D=G(\infty)=0$ since otherwise it can be eliminated by replacing $G_{r}$ with $D+G_{r}$.

Now the state space realization for the weighted transfer matrix is given by

$$
W_{o} G W_{i}=\left[\begin{array}{ccc|c}
A & 0 & B C_{i} & B D_{i} \\
B_{o} C & A_{o} & 0 & 0 \\
0 & 0 & A_{i} & B_{i} \\
\hline D_{o} C & C_{o} & 0 & 0
\end{array}\right]=:\left[\begin{array}{c|c}
\bar{A} & \bar{B} \\
\hline \bar{C} & 0
\end{array}\right] .
$$

Let $\bar{P}$ and $\bar{Q}$ be the solutions to the following L vapunov equations

$$
\begin{align*}
& \bar{A} \bar{P}+\bar{P} \bar{A}^{*}+\bar{B} \bar{B}^{*}=0  \tag{7.16}\\
& \bar{Q} \bar{A}+\bar{A}^{*} \bar{Q}+\bar{C}^{*} \bar{C}=0 \tag{7.17}
\end{align*}
$$

Then the input weighted Gramian $P$ and the output weighted Gramian $Q$ are defined by

$$
P:=\left[\begin{array}{ll}
I_{n} & 0
\end{array}\right] \bar{P}\left[\begin{array}{c}
I_{n} \\
0
\end{array}\right], Q:=\left[\begin{array}{ll}
I_{n} & 0
\end{array}\right] \bar{Q}\left[\begin{array}{c}
I_{n} \\
0
\end{array}\right] .
$$

It can be shown easily that $P$ and $Q$ satisfy the following lower order equations

$$
\begin{gather*}
{\left[\begin{array}{cc}
A & B C_{i} \\
0 & A_{i}
\end{array}\right]\left[\begin{array}{cc}
P & P_{12} \\
P_{12}^{*} & P_{22}
\end{array}\right]+\left[\begin{array}{cc}
P & P_{12} \\
P_{12}^{*} & P_{22}
\end{array}\right]\left[\begin{array}{cc}
A & B C_{i} \\
0 & A_{i}
\end{array}\right]^{*}+\left[\begin{array}{c}
B D_{i} \\
B_{i}
\end{array}\right]\left[\begin{array}{c}
B D_{i} \\
B_{i}
\end{array}\right]^{*}=0}  \tag{7.18}\\
{\left[\begin{array}{cc}
Q & Q_{12} \\
Q_{12}^{*} & Q_{22}
\end{array}\right]\left[\begin{array}{cc}
A & 0 \\
B_{o} C & A_{o}
\end{array}\right]+\left[\begin{array}{cc}
A & 0 \\
B_{o} C & A_{o}
\end{array}\right]^{*}\left[\begin{array}{cc}
Q & Q_{12} \\
Q_{12}^{*} & Q_{22}
\end{array}\right]+\left[\begin{array}{c}
C^{*} D_{o}^{*} \\
C_{o}^{*}
\end{array}\right]\left[\begin{array}{c}
C^{*} D_{o}^{*} \\
C_{o}^{*}
\end{array}\right]^{*}=0 .} \tag{7.19}
\end{gather*}
$$

The computation can be further reduced if $W_{:}=I$ or $W_{o}=I$. In the case of $W_{i}=I$, $P$ can be obtained from

$$
\begin{equation*}
P A^{*}+A P+B J^{*}=0 \tag{7.20}
\end{equation*}
$$

while in the case of $W_{o}=I, Q$ can be obtained rom

$$
\begin{equation*}
Q A+A^{*} Q+C^{*} C=0 \tag{7.21}
\end{equation*}
$$

Now let $T$ be a nonsingular matrix such that

$$
T P T^{*}=\left(T^{-1}\right)^{*} Q T^{-1}=:\left[\begin{array}{ll}
\Sigma_{1} & \\
& \Sigma_{2}
\end{array}\right]
$$

(i.e., balanced) with $\Sigma_{1}=\operatorname{diag}\left(\sigma_{1} I_{s_{1}}, \ldots, \sigma_{r} I_{s_{r}}\right)$ and $\Sigma_{2}=\operatorname{diag}\left(\sigma_{r+1} I_{s_{r}+1}, \ldots, \sigma_{n} I_{s_{n}}\right)$ and partition the system accordingly as

$$
\left[\begin{array}{c|c}
T A T^{-1} & T B \\
\hline C T^{-1} & 0
\end{array}\right]=\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & 0
\end{array}\right]
$$

Then a reduced order model $G_{T}$ is obtained as

$$
G_{r}=\left[\begin{array}{c|c}
A_{11} & B_{1} \\
\hline C_{1} & 0
\end{array}\right] .
$$

Unfortunately, there is generally no known a priori error bound for the approximation error and the reduced order model $G_{r}$ is not guaranteed to be stable either.

### 7.3 Relative and Multiplicative Model Reductions

A very special frequency weighted model reduction problem is the relative error model reduction problem where the objective is to find a reduced order model $G_{r}$ so that

$$
G_{r}=G\left(I+\Delta_{r e l}\right)
$$

and $\left\|\Delta_{r e l}\right\|_{\infty}$ is made as small as possible. $\Delta_{\text {rel }}$ is usually called the relative error. In the case where $G$ is square and invertible, this problem can be simply formulated as

$$
\min _{\operatorname{deg} G, \leq r}\left\|G^{-1}\left(G-G_{r}\right)\right\|_{\infty}
$$

Of course the dual approximation problem

$$
G_{r}=\left(I+\Delta_{r e l}\right) G
$$

can be obtained by taking the transpose of $G$. We will show below that, as a bonus, the approximation $G_{r}$ obtained below also serves as a multiplicative approximation:

$$
G=G_{r}\left(I+\Delta_{m u l}\right)
$$

where $\Delta_{m u l}$ is usually called the multiplicative error.
Theorem 7.5 Let $G, G^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ be an $n$-th order square transfer matrix with a state space realization

$$
G(s)=\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]
$$

Let $W_{i}=I$ and $W_{o}=G^{-1}(s)=\left[\begin{array}{c|c}A-B D^{-1} C & -B D^{-1} \\ \hline D^{-1} C & D^{-1}\end{array}\right]$.
(a) Then the weighted Gramians $P$ and $Q$ for the frequency weighted balanced realization of $G$ can be obtained as

$$
\begin{gather*}
P A^{*}+A P+B B^{*}=0  \tag{7.22}\\
\left.Q\left(A-B D^{-1} C\right)+\left(A-B D^{-1} C\right)^{*} \cdot\right)+C^{*}\left(D^{-1}\right)^{*} D^{-1} C=0 \tag{7.23}
\end{gather*}
$$

(b) Suppose the realization for $G$ is weighted balanced, i.e.,

$$
P=Q=\operatorname{diag}\left(\sigma_{1} I_{s_{1}}, \ldots, \sigma_{r} I_{s_{r},}, \sigma_{r+1} I_{s_{r+1}}, \ldots, \sigma_{N} I_{s_{N}}\right)=\operatorname{diag}\left(\Sigma_{1}, \Sigma_{2}\right)
$$

with $\sigma_{1}>\sigma_{2}>\ldots>\sigma_{N} \geq 0$ and let the ralization of $G$ be partitioned compatibly with $\Sigma_{1}$ and $\Sigma_{2}$ as

$$
G(s)=\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right]
$$

Then

$$
G_{r}(s)=\left[\begin{array}{c|c}
A_{1} & B_{1} \\
\hline C_{1} & D
\end{array}\right]
$$

is stable and minimum phase. Furthermore

$$
\begin{gathered}
\left.\left\|\Delta_{r e l}\right\|_{\infty} \leq \prod_{i=r+1}^{N}\left(1+2 \sigma_{i} \sqrt{1+\sigma_{i}^{2}}+\sigma_{i}\right)\right)-1 \\
\left\|\Delta_{m u l}\right\|_{\infty} \leq \prod_{i=r+1}^{N}\left(1+2 \sigma_{i}\left(\sqrt{1+\sigma_{i}^{2}}+\sigma_{i}\right)\right)-1
\end{gathered}
$$

Proof. Since the input weighting matrix $W_{i}=I$, it is obvious that the input weighted Gramian is given by $P$. Now the output weighted transfer matrix is given by

$$
G^{-1}(G-D)=\left[\begin{array}{cc|c}
A & 0 & B \\
-B D^{-1} C & A-B D^{-1} C & 0 \\
\hline D^{-1} C & D-1 & 0
\end{array}\right]=:\left[\begin{array}{c|c}
\bar{A} & \bar{B} \\
\hline \bar{C} & 0
\end{array}\right]
$$

It is easy to verify that

$$
\bar{Q}:=\left[\begin{array}{ll}
Q & \varrho \\
Q & \ddots
\end{array}\right]
$$

satisfies the following Lyapunov equation

$$
\bar{Q} \bar{A}+\bar{A}^{*} \bar{Q}+\bar{C}^{*} \bar{C}=0
$$

Hence $Q$ is the output weighted Gramian.
The proof for part (b) is more involved and needs much more work. We refer readers to the references at the end of the chapter for details.

In the above theorem, we have assumed that the system is square, we shall now extend the results to include non-square case. Let $G(s)$ be a minimum phase transfer matrix with a minimal realization

$$
G(s)=\left[\begin{array}{l|l}
A & B \\
\hline C & D
\end{array}\right]
$$

and assume that $D$ has full row rank. Without loss of generality, we shall also assume that $D$ is normalized such that $D D^{*}=I$. Let $D_{\perp}$ be a matrix with full row rank such that $\left[\begin{array}{c}D \\ D_{\perp}\end{array}\right]$ is square and unitary.
Lemma 7.6 $A$ complex number $z \in \mathbb{C}$ is a zero of $G(s)$ if and only if $z$ is an uncontrollable mode of $\left(A-B D^{*} C, B D_{\perp}^{*}\right)$.

Proof. Since $D$ has full row rank and $G(s)=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ is a minimal realization, $z$ is a transmission zero of $G(s)$ if and only if

$$
\left[\begin{array}{cc}
A-z I & B \\
C & D
\end{array}\right]
$$

does not have full row rank. Now note that

$$
\begin{gathered}
{\left[\begin{array}{cc}
A-z I & B \\
C & D
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
0 & {\left[D^{*}, D_{\perp}^{*}\right]}
\end{array}\right]\left[\begin{array}{ccc}
I & 0 & 0 \\
-C & I & 0 \\
0 & 0 & I
\end{array}\right]} \\
\quad=\left[\begin{array}{ccc}
A-B D^{*} C-z I & B D^{*} & B D_{\perp}^{*} \\
0 & I & 0
\end{array}\right]
\end{gathered}
$$

Then it is clear that

$$
\left[\begin{array}{cc}
A-z I & B \\
C & D
\end{array}\right]
$$

does not have full row rank if and only if

$$
\left[\begin{array}{cc}
A-B D^{*} C-z I & B D_{\perp}^{*}
\end{array}\right]
$$

does not have full row rank. By PBH test, this implies that $z$ is a zero of $G(s)$ if and only if it is an uncontrollable mode of $\left(A-B D^{*} C, B D_{\perp}^{*}\right)$.

Corollary 7.7 There exists a matrix $\tilde{C}$ such that the augmented system

$$
G_{a}:=\left[\begin{array}{c|c}
A & B \\
\hline C_{a} & D_{a}
\end{array}\right]=\left[\begin{array}{c|c}
A & B \\
\hline C & D \\
\tilde{C} & D_{\perp}
\end{array}\right]=\left[\begin{array}{c}
G(s) \\
\tilde{G}(s)
\end{array}\right]
$$

is minimum phase.

Proof. Note that the zeros of $G_{a}$ are given by the eigenvalues of

$$
A-B\left[\begin{array}{c}
D \\
D_{\perp}
\end{array}\right]^{-1}\left[\begin{array}{l}
C \\
\tilde{C}
\end{array}\right]=A-B D^{*} C-B D_{\perp}^{*} \tilde{C} .
$$

Hence $\tilde{C}$ can always be chosen so that $A-B D^{*} C-B D_{\perp}^{*} \tilde{C}$ is stable.
If the previous model reduction algorithms are applied to the augmented system $G_{a}$, the corresponding $P$ and $Q$ equations are given ly

$$
\begin{gathered}
P A^{*}+A P+B B^{*}=0 \\
Q\left(A-B D_{a}^{-1} C_{a}\right)+\left(A-B D_{a}^{-1} C_{a}\right)^{*} Q+C_{a}^{*}\left(D_{a}^{-1}\right)^{*} \hat{D}_{a}^{-1} C_{a}=0 .
\end{gathered}
$$

Moreover, we have

$$
\left[\begin{array}{c}
\hat{G}(s) \\
\hat{\tilde{G}}(s)
\end{array}\right]=\left[\begin{array}{c}
G(s) \\
\tilde{G}(s)
\end{array}\right]\left(I+\Delta_{r e l}\right),\left[\begin{array}{c}
G(s) \\
\hat{G}(s)
\end{array}\right]=\left[\begin{array}{c}
\hat{G}(s) \\
\hat{\tilde{G}}(s)
\end{array}\right]\left(I+\Delta_{m u l}\right)
$$

and

$$
\hat{G}(s)=G(s)\left(I+\Delta_{\text {rel }}\right), \quad G\left(s=\hat{G}(s)\left(I+\Delta_{m u l}\right) .\right.
$$

However, there are in general infinitely many choices of $\tilde{C}$ and the model reduction results will in general depend on the specific choice. Hence an appropriate choice of $\tilde{C}$ is important. To motivate our choice, note that the equation for $Q$ can be rewritten as

$$
Q\left(A-B D^{*} C\right)+\left(A-B D^{*} C\right)^{*} Q-Q B D_{\perp}^{*} D_{\perp} B^{*} Q+C^{*} C+\left(\tilde{C}-D_{\perp} B^{*} Q\right)^{*}\left(\tilde{C}-D_{\perp} B^{*} Q\right)=0
$$

A natural choice might be

$$
\tilde{C}=D_{\perp} B^{*} Q
$$

The existence of a solution $Q$ to the following so-called algebraic Riccati equation

$$
Q\left(A-B D^{*} C\right)+\left(A-B D^{*} C\right)^{*} Q-Q B D_{\perp}^{*} D_{\perp} B^{*} Q+C^{*} C=0
$$

such that

$$
A-B D_{a}^{-1} C_{a}=A-B D^{*} C-B D_{\perp}^{*} \tilde{C}=A-B D^{*} C-B D_{\perp}^{*} D_{\perp} B^{*} Q
$$

is stable will be shown in Chapter 13.
In the case where the model is not stable and /or is not minimum phase, the following procedure can be used: Let $G(s)$ be factorized as $G(s)=G_{a p}(s) G_{m p}(s)$ such that $G_{a p}$ is an all-pass, i.e., $G_{a p}^{\sim} G_{a p}=I$, and $G_{m p}$ is stalile and minimum phase. Let $\hat{G}_{m p}$ be a relative/multiplicative reduced model of $G_{m p}$ such that

$$
\hat{G}_{m p}=G_{m p}\left(I+\Delta_{\mathrm{rel}}\right)
$$

### 7.3. Relative and Multiplicative Model Reductions

and

$$
G_{m p}=\hat{G}_{m p}\left(I+\Delta_{\mathrm{mul}}\right)
$$

Then $\hat{G}:=G_{a p} \hat{G}_{m p}$ has exactly the same right half plane poles and zeros as that of $G$ and

$$
\begin{gathered}
\hat{G}=G\left(I+\Delta_{\mathrm{rel}}\right) \\
G=\hat{G}\left(I+\Delta_{\mathrm{mul}}\right) .
\end{gathered}
$$

Unfortunately, this approach may be conservative if the transfer matrix has many nonminimum phase zeros or unstable poles.

An alternative relative/multiplicative model reduction approach, which does not require that the transfer matrix be minimum phase but does require solving an algebraic Riccati equation, is the so-called Balanced Stochastic Truncation (BST) method. Let $G(s) \in \mathcal{R} \mathcal{H}_{\infty}$ be a square transfer matrix with a state space realization

$$
G(s)=\left[\begin{array}{l|l}
A & B \\
\hline C & D
\end{array}\right]
$$

and $\operatorname{det}(D) \neq 0$. Let $W(s) \in \mathcal{R} \mathcal{H}_{\infty}$ be a minimum phase left spectral factor of $G(s) G^{\sim}(s)$, i.e,

$$
W^{\sim}(s) W(s)=G(s) G^{\sim}(s) .
$$

Then $W(s)$ can be obtained as

$$
W(s)=\left[\begin{array}{c|c}
A & B_{W} \\
\hline C_{W} & D^{*}
\end{array}\right]
$$

with

$$
\begin{aligned}
& B_{W}=P C^{*}+B D^{*} \\
& C_{W}=D^{-1}\left(C-B_{W}^{*} X\right)
\end{aligned}
$$

where $P$ is the controllability Gramian given by

$$
\begin{equation*}
A P+P A^{*}+B B^{*}=0 \tag{7.24}
\end{equation*}
$$

and $X$ is the solution of a Riccati equation

$$
\begin{equation*}
X A_{W}+A_{W}^{*} X+X B_{W}\left(D D^{*}\right)^{-1} B_{W}^{*} X+C^{*}\left(D D^{*}\right)^{-1} C=0 \tag{7.25}
\end{equation*}
$$

with $A_{W}:=A-B_{W}\left(D D^{*}\right)^{-1} C$ such that $A_{W}+B_{W}\left(D D^{*}\right)^{-1} B_{W}^{*} X$ is stable. The realization $G$ is said to be a balanced stochastic realization if

$$
P=X=\left[\begin{array}{llll}
\mu_{1} I_{s_{1}} & & & \\
& \mu_{2} I_{s_{2}} & & \\
& & \ddots & \\
& & & \mu_{n} I_{s_{n}}
\end{array}\right]
$$

with $\mu_{1}>\mu_{2}>\ldots>\mu_{n} \geq 0 . \mu_{i}$ is in fact the $i$-th Hankel singular value of the so-called "phase matrix" $\left(W^{\sim}(s)\right)^{-1} G(s)$.

Theorem 7.8 Let $G(s) \in \mathcal{R} \mathcal{H}_{\infty}$ have the following balanced stochastic realization

$$
G(s)=\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]=\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right]
$$

with $\operatorname{det}(D) \neq 0$ and $P=X=\operatorname{diag}\left(M_{1}, M_{2}\right)$ where

$$
M_{1}=\operatorname{diag}\left(\mu_{1} I_{s_{1}}, \ldots, \mu_{r} I_{s_{v}}\right), M_{2}=\operatorname{diag}\left(\mu_{r+1} I_{s_{r+1}}, \ldots, \mu_{n} I_{s_{n}}\right)
$$

Then

$$
\hat{G}=\left[\begin{array}{c|c}
A_{11} & B_{1} \\
\hline C_{1} & D
\end{array}\right]
$$

is stable and

$$
\begin{aligned}
& \left\|G^{-1}(G-\hat{G})\right\|_{\infty} \leq \prod_{i=r+1}^{n} \frac{1+\mu_{i}}{1-\mu_{i}}-1 \\
& \left\|\hat{G}^{-1}(G-\hat{G})\right\|_{\infty} \leq \prod_{i=r+1}^{n} \frac{1+\mu_{i}}{1-\mu_{i}}-1 .
\end{aligned}
$$

It can be shown that the balanced stochastic realization and the self-weighted balanced realization in Theorem 7.5 are the same if $G(s)$ is minimum phase. In fact, in that case we have $X=Q(I+P Q)^{-1}$ and $\mu_{i}=\sigma_{i} / \sqrt{1+\sigma_{i}^{2}}$.

To illustrate, consider a third order stable and minimum phase transfer function

$$
G(s)=\frac{s^{3}+2 s^{2}+3 s+4}{s^{3}+3 s^{2}+4 s+4}
$$

It is easy to show that the Hankel singular values of the phase function is given by

$$
\mu_{1}=0.55705372196966, \quad \mu_{2}=0.53088390857035, \quad \mu_{3}=0.03715882438832
$$

and a first order BST approximation is given by

$$
\hat{G}=\frac{s+0.00375717470515}{s+0.00106883052786} .
$$

The relative approximation error is 2.51522024045904 and the error bound is

$$
\prod_{i=2}^{3} \frac{1+\mu_{i}}{1-\mu_{i}}-1=2.515 \varrho 2024046226
$$

### 7.4 Notes and References

The balanced model reduction method was first introduced by Moore [1981]. The stability properties of the reduced order model were shown by Pernebo and Silverman [1982]. The error bound for the balanced model reduction was shown by Enns [1984] and Glover [1984] subsequently gave an independent proof. The frequency weighted balanced model reduction method was also introduced by Enns [1984] from a somewhat different perspective. The error bounds for the relative and multiplicative approximations using the self-weighted balanced realization were shown by Zhou [1993]. The Balanced Stochastic Truncation (BST) method was proposed by Desai and Pal [1984] and generalized by Green [1988a,1988b] and many other people. The relative error bound for the Balanced Stochastic Truncation method was obtained by Green [1988a] and the multiplicative error bound for the BST was obtained by Wang and Safonov [1992]. It was also shown in Zhou [1993] that the frequency self-weighted method and the BST method are the same if the transfer matrix is minimum phase. It was suggested in some literature that the error bounds for the BST reduction can be improved to $2 \sum_{i=r+1}^{n} \frac{\mu_{i}}{1-\mu_{i}}$. However, the example in the last section gives

$$
2 \sum_{i=2}^{3} \frac{\mu_{i}}{1-\mu_{i}}=2.34052280324021
$$

which is smaller than the actual error. Other weighted model reduction methods can be found in Al-Saggaf and Franklin [1988], Glover [1986,1989], Glover, Limebeer and Hung [1992], Hung and Glover [1986] and references therein. Discrete time balance model reduction results can be found in Al-Saggaf and Franklin [1987], Hinrichsen and Pritchard [1990], and references therein.



## Hankel Norm Approximation

This chapter is devoted to the study of optimal Hankel norm approximation and its applications in $\mathcal{L}_{\infty}$ norm model reduction. The Hankel operator is introduced first together with some time domain and frequency domain characterizations. The optimal Hankel norm approximation problem can be stated as follows: Given $G(s)$ of McMillan degree $n$, find $\hat{G}(s)$ of McMillan degree $k<n$ such that $\|G(s)-\hat{G}(s)\|_{H}$ is minimized. The solution to this approximation problem relies on the all-pass dilation result of a square transfer function which will be given for a general class of transfer functions. The all-pass dilation results are then specialized to obtain the optimal Hankel norm approximations, which gives

$$
\inf \|G(s)-\hat{G}(s)\|_{H}=\sigma_{k+1}
$$

where $\sigma_{1}>\sigma_{2} \ldots>\sigma_{k+1} \ldots>\sigma_{n}$ are the Hankel singular values of $G(s)$. Moreover, we show that a square stable transfer function $G(s)$ can be represented as

$$
G(s)=D_{0}+\sigma_{1} E_{1}(s)+\sigma_{2} E_{2}(s)+\ldots+\sigma_{n} E_{n}(s)
$$

where $E_{k}(s)$ are all-pass functions and the partial sum $D_{0}+\sigma_{1} E_{1}(s)+\sigma_{2} E_{2}(s)+\ldots+$ $\sigma_{k} E_{k}(s)$ have McMillan degrees $k$. This representation is obtained by reducing the order one dimension at a time via optimal Hankel norm approximations. This representation also gives that

$$
\|G\|_{\infty} \leq 2\left(\sigma_{1}+\ldots+\sigma_{n}\right)
$$

and further that there exists a constant $D_{0}$ such that

$$
\left\|G(s)-D_{0}\right\|_{\infty} \leq\left(\sigma_{1}+\ldots+\sigma_{n}\right)
$$

The above bounds are then used to show that the $k$-th order optimal Hankel norm approximation, $\hat{G}(s)$, together with some constint matrix $D_{0}$ satisfies

$$
\left\|G(s)-\hat{G}(s)-D_{0}\right\|_{\infty} \leq\left(\sigma_{k+1}+\ldots+\sigma_{n}\right)
$$

We shall also provide an alternative proof for the error bounds derived in the last chapter for the truncated balanced realizations using the results obtained in this chapter.

Finally we consider the Hankel operator in discrete time and offer an alternative proof of the well-known Nehari's theorem.

### 8.1 Hankel Operator

Let $G(s) \in \mathcal{L}_{\infty}$ be a matrix function. The Harkel operator associated with $G$ will be denoted by $\Gamma_{G}$ and is defined as

$$
\begin{gathered}
\Gamma_{G}: \mathcal{H}_{2}^{\perp} \longmapsto \mathcal{H}_{2} \\
\Gamma_{G} f:=\left(P_{+} M_{G}\right) f=P_{+}\left(C_{i f} f\right), \quad \text { for } f \in \mathcal{H}_{2}^{\perp}
\end{gathered}
$$

i.e., $\Gamma_{G}=\left.P_{+} M_{G}\right|_{\mathcal{H}_{2}^{1}}$. This is shown in the following diagram:


There is a corresponding Hankel operator in the time domain. Let $g(t)$ denote the inverse (bilateral) Laplace transform of $\mathrm{G}(\mathrm{s})$. Then the time domain Hankel operator is

Thus

$$
\begin{aligned}
& \Gamma_{g}: \mathcal{L}_{2}(-\infty, 0] \longmapsto \mathcal{L}_{2}[0, \infty) \\
& \Gamma_{g} f:=P_{+}(g * f), \quad \text { for } f \in \mathcal{L}_{2}(-\infty, 0] \text {. } \\
& \left(\Gamma_{g} f\right)(t)=\left\{\begin{array}{cl} 
& \\
\int_{-\infty}^{0} g(t-\tau f(\tau) d \tau, & t \geq 0 ; \\
0, & t<0 .
\end{array}\right.
\end{aligned}
$$

Because of the isometric isomorphism property between the $\mathcal{L}_{2}$ spaces in the time domain and in the frequency domain, we have

$$
\left\|\Gamma_{g}\right\|=\left\|\Gamma_{c_{i}}\right\|
$$

Hence, in this book we will use the time domain and the frequency domain descriptions for Hankel operators interchangeably.

For the interest of this book, we will now further restrict $G$ to be rational, i.e., $G(s) \in \mathcal{R} \mathcal{L}_{\infty}$. Then $G$ can be decomposed into strictly causal part and anticausal part, i.e., there are $G_{s}(s) \in \mathcal{R} \mathcal{H}_{2}$ and $G_{u}(s) \in \mathcal{R} \mathcal{H}_{2}^{\perp}$ such that

$$
G(s)=G_{s}(s)+G(\infty)+G_{u}(s)
$$

Now for any $f \in \mathcal{H}_{2}^{\perp}$, it is easy to see that

$$
\Gamma_{G} f=P_{+}(G f)=P_{+}\left(G_{s} f\right)
$$

Hence, the Hankel operator associated with $G \in \mathcal{R} \mathcal{L}_{\infty}$ depends only on the strictly causal part of $G$. In particular, if $G$ is antistable, i.e., $G^{\sim}(s) \in \mathcal{R} \mathcal{H}_{\infty}$, then $\Gamma_{G}=0$. Therefore, there is no loss of generality in assuming $G \in \mathcal{R} \mathcal{H}_{\infty}$ and strictly proper.
The adjoint operator of $\Gamma_{G}$ can be computed easily from the definition as below: let $f \in \mathcal{H}_{2}^{\perp}, g \in \mathcal{H}_{2}$, then

$$
\begin{aligned}
\left\langle\Gamma_{G} f, g\right\rangle & :=\left\langle P_{+} G f, g\right\rangle \\
& =\left\langle P_{+} G f, g\right\rangle+\left\langle P_{-} G f, g\right\rangle \text { (since } P_{-} G f \text { and } g \text { are orthogonal) } \\
& =\langle G f, g\rangle \\
& =\left\langle f, G^{\sim} g\right\rangle \\
& =\left\langle f, P_{+} G^{\sim} g\right\rangle+\left\langle f, P_{-} G^{\sim} g\right\rangle \\
& =\left\langle f, P_{-} G^{\sim} g\right\rangle \quad \text { (since } f \text { and } P_{+} G^{\sim} g \text { are orthogonal ). }
\end{aligned}
$$

Hence $\Gamma_{G}^{*} g=P_{-}\left(G^{\sim} g\right): \mathcal{H}_{2} \longmapsto \mathcal{H}_{2}^{\perp}$ or $\Gamma_{G}^{*}=P_{-} M_{G^{\sim}} \mid \mathcal{H}_{2}$.
Now suppose $G \in \mathcal{R} \mathcal{H}_{\infty}$ has a state space realization as given below:

$$
\begin{aligned}
\dot{x} & =A x+B u \\
y & =C x
\end{aligned}
$$

with $A$ stable and $x(-\infty)=0$. Then the Hankel operator $\Gamma_{g}$ can be written as

$$
\Gamma_{g} u(t)=\int_{-\infty}^{0} C e^{A(t-\tau)} B u(\tau) d \tau, \text { for } t \geq 0
$$

and has the interpretation of the system future output

$$
y(t)=\Gamma_{g} u(t), \quad t \geq 0
$$

based on the past input $u(t), t \leq 0$.
In the state space representation, the Hankel operator can be more specifically decomposed as the composition of maps from the past input to the initial state and then


Figure 8.1: System theoretical interpretation of Hankel operators
from the initial state to the future output. These two operators will be called the controllability operator, $\Psi_{c}$, and the observability operator, $\Psi_{o}$, respectively, and are defined as

$$
\begin{aligned}
\Psi_{c} & : \mathcal{L}_{2}(-\infty, 0] \longmapsto \mathbb{C}^{n} \\
\Psi_{c} u & :=\int_{-\infty}^{0} e^{-A \tau} B u(\tau) d \tau
\end{aligned}
$$

and

$$
\begin{gathered}
\Psi_{o}: \mathbb{C}^{n} \longmapsto \mathcal{L}_{2}[0, \infty) \\
\Psi_{o} x_{0}:=C e^{A t} x_{0}, \mathrm{t} \geq 0
\end{gathered}
$$

(If all the data are real, then the two operators become $\Psi_{c}: \mathcal{L}_{2}(-\infty, 0] \longmapsto \mathbb{R}^{n}$ and $\Psi_{0}: \mathbb{R}^{n}{ }_{\text {н }} \mathcal{L}_{2}[0, \infty)$.) Clearly, $x_{0}=\Psi_{c} u(t)$ for $u(t) \in \mathcal{L}_{2}(-\infty, 0]$ is the system state at $\mathrm{t}=0$ due to the past input and $y(t)=\Psi_{0} x_{0}, \mathrm{t} \geq 0$, is the future output due to the initial state $x_{0}$ with the input set to zero.

It is easy to verify that

$$
\Gamma_{g}=\Psi_{o} \Psi_{z}
$$



The adjoint operators of $\Psi_{c}$ and $\Psi_{o}$ can also be obtained easily from their definitions as follows: let $u(t) \in \mathcal{L}_{2}(-\infty, 0], x_{0} \in \mathbb{C}^{n}$, and $y(t) \in \mathcal{L}_{2}[0, \infty)$, then

$$
\left\langle\Psi_{c} u, x_{0}\right\rangle_{\mathbb{C}^{n}}=\int_{-\infty}^{0} u^{*}(\tau) B^{*} e^{-A^{*} \tau} x_{0} d \tau=\left\langle u, B^{*} e^{-A^{*} \tau} x_{0}\right\rangle_{\mathcal{L}_{2}(-\infty, 0]}=\left\langle u, \Psi_{c}^{*} x_{0}\right\rangle_{\mathcal{L}_{2}(-\infty, 0]}
$$

and

$$
\left\langle\Psi_{o} x_{0}, y\right\rangle_{\mathcal{L}_{2}[0, \infty)}=\int_{0}^{\rho_{0}^{\infty}} x_{0}^{*} e^{A^{*} t} C^{*} y(t) d t=\left\langle x_{0}, \int_{0}^{\infty} e^{A^{*} t} C^{*} y(t) d t\right\rangle_{\mathbb{C}^{n}}=\left\langle x_{0}, \Psi_{o}^{*} y\right\rangle_{\mathbb{C}^{n}}
$$

where $\langle\cdot, \cdot\rangle_{X}$ denotes the inner product in the Hilbert space $X$. Therefore, we have

$$
\begin{gathered}
\Psi_{c}^{*}: \mathbb{C}^{n} \longmapsto \mathcal{L}_{2}(-\infty, 0] \\
\Psi_{c}^{*} x_{0}=B^{*} e^{-A^{*} \tau} x_{0}, \tau \leq 0
\end{gathered}
$$

and

$$
\begin{gathered}
\Psi_{o}^{*}: \mathcal{L}_{2}[0, \infty) \longmapsto \mathbb{C}^{n} \\
\Psi_{o}^{*} y(t)=\int_{0}^{\infty} e^{A^{*} t} C^{*} y(t) d t
\end{gathered}
$$

This also gives the adjoint of $\Gamma_{g}$ :

$$
\begin{gathered}
\Gamma_{g}^{*}=\left(\Psi_{o} \Psi_{c}\right)^{*}=\Psi_{c}^{*} \Psi_{o}^{*}: \mathcal{L}_{2}[0, \infty) \longmapsto \mathcal{L}_{2}(-\infty, 0] \\
\Gamma_{g}^{*} y=\int_{0}^{\infty} B^{*} e^{A^{*}(t-\tau)} C^{*} y(t) d \tau \tau \leq 0
\end{gathered}
$$

Let $L_{c}$ and $L_{o}$ be the controllability and observability Gramians of the system, i.e.,

$$
\begin{aligned}
& L_{c}=\int_{0}^{\infty} e^{A t} B B^{*} e^{A^{*} t} d t \\
& L_{0}=\int_{0}^{\infty} e^{A^{*} t} C^{*} C e^{A t} d t
\end{aligned}
$$

Then we have

$$
\begin{aligned}
& \Psi_{c} \Psi_{c}^{*} x_{0}=L_{c} x_{0} \\
& \Psi_{o}^{*} \Psi_{o} x_{0}=L_{o} x_{0}
\end{aligned}
$$

for every $x_{0} \in \mathbb{C}^{n}$. Thus $L_{c}$ and $L_{o}$ are the matrix representations of the operators $\Psi_{c} \Psi_{c}^{*}$ and $\Psi_{o}^{*} \Psi_{o}$.

Theorem 8.1 The operator $\Gamma_{g}^{*} \Gamma_{g}$ (or $\Gamma_{G}^{*} \Gamma_{G}$ ) and the matrix $L_{c} L_{o}$ have the same nonzero eigenvalues. In particular $\left\|\Gamma_{g}\right\|=\sqrt{\rho\left(L_{c} L_{o}\right)}$.

Proof. Let $\sigma^{2} \neq 0$ be an eigenvalue of $\Gamma_{g}^{*} \Gamma_{g}$, and let $0 \neq u \in \mathcal{L}_{2}(-\infty, 0]$ be a corresponding eigenvector. Then by definition

$$
\begin{equation*}
\Gamma_{g}^{*} \Gamma_{g} u=\Psi_{c}^{*} \Psi_{o}^{*} \Psi_{o} \Psi_{c} u=\sigma^{2} u \tag{8.1}
\end{equation*}
$$

Pre-multiply (8.1) by $\Psi_{c}$ and define $\mathrm{x}=\Psi_{c} u \in \mathbb{C}^{n}$ to get

$$
\begin{equation*}
L_{c} L_{o} x=\sigma^{2} x \tag{8.2}
\end{equation*}
$$

Note that $x=\Psi_{c} u \neq 0$ since otherwise $\sigma^{2} u=0$ from (8.1) which is impossible. So $\sigma^{2}$ is an eigenvalue of $L_{c} L_{o}$.

On the other hand, suppose $\sigma^{2} \neq 0$ and $\mathrm{x} \neq 0$ are an eigenvalue and a corresponding eigenvector of $L_{c} L_{o}$. Pre-multiply (8.2) by $\Psi_{c}^{*} L_{c}$ and define $u=\Psi_{c}^{*} L_{o} x$ to get (8.1). It is easy to see that $u \neq 0$ since $\Psi_{c} u=\Psi_{c} \Psi_{c}^{*} L_{o} x=L_{c} L_{o} x=\sigma^{2} x \neq 0$. Therefore $\sigma^{2}$ is an eigenvalue of $\Gamma_{g}^{*} \Gamma_{g}$.

Finally, since $\mathrm{G}(\mathrm{s})$ is rational, $\Gamma_{g}^{*} \Gamma_{g}$ is compact and self-adjoint and has only discrete spectrum. Hence $\left\|\Gamma_{g}\right\|^{2}=\left\|\Gamma_{g}^{*} \Gamma_{g}\right\|=\rho\left(L_{c} L_{o}\right)$.

Remark 8.1 Let $\sigma^{2} \neq 0$ be an eigenvalue of $\Gamma_{g}^{*} \Gamma_{g}$ and $0 \neq u \in \mathcal{L}_{2}(-\infty, 0]$ be a corresponding eigenvector. Define

$$
\left.v:=\frac{1}{-\sigma} \Gamma_{g} u \in \mathcal{L}_{2} 0, \infty\right)
$$

Then (u, v) satisfy

$$
\begin{aligned}
\Gamma_{g} u & =\sigma u \\
\Gamma_{g}^{*} v & =\sigma u .
\end{aligned}
$$

This pair of vectors $(u, v)$ are called a Schmidt pair of $\Gamma_{g}$. The proof given above suggests a way to construct this pair: find the eigenvalues and eigenvectors of $L_{c} L_{0}$, i.e., $\sigma_{i}^{2}$ and $x_{i}$ such that

$$
L_{\mathrm{c}} L_{\mathrm{o}} x_{i}=u p x_{i}
$$

Then the pairs $\left(u_{i}, v_{i}\right)$ given below are the corresponding Schmidt pairs:

$$
u_{i}=\Psi_{c}^{*}\left(\frac{1}{\sigma_{i}} L_{o} x_{i}\right) \in \mathcal{L}_{2}(-\infty, 0], \quad v_{i}=\Psi_{o} x_{i} \in \mathcal{L}_{2}[0, \infty)
$$

Remark 8.2 As seen in various literature, there are some alternative ways to write a Hankel operator, For comparison, let us examine some of the alternatives below:
(i) Let $v(t)=u(-t)$ for $u(t) \in \mathcal{L}_{2}(-\infty, 0]$, and then $v(t) \in \mathcal{L}_{2}[0, \infty)$. Hence, the Hankel operator can be written as

$$
\begin{aligned}
\Gamma_{g}: \mathcal{L}_{2}[0, \infty) \longmapsto & \longmapsto \mathcal{L}_{2}[0, \infty) \text { Or } \Gamma_{G}: \mathcal{H}_{2} \underset{\sim}{\longrightarrow} \\
\left(\Gamma_{g} v\right)(t) & \mathcal{H}_{2} \\
= & \left\{\begin{array}{cc}
\int_{0}^{\infty} g(t+\tau) v(\tau) d \tau, & t \geq \underbrace{}_{0} \\
0, & t<0
\end{array}\right. \\
\int_{0}^{\infty} C e^{A(t+\tau)} B v(\tau) d \tau, & \text { for } \geq 0
\end{aligned}
$$

(ii) In some applications, it is more convenient to work with an anticausal operator G and view the Hankel operator associated with $G$ as the mapping from the future input to the past output. It will be clear in later chapters that this operator is closely related to the problem of approximating an anticausal function by a causal function, which is the problem at the heart of the $\mathcal{H}_{\infty}$ Control Theory.
Let $\mathrm{G}(\mathrm{s})=\left[\begin{array}{c|c}A & B \\ \hline C & 0\end{array}\right]$ be an antistable transfer matrix, i.e., all the eigenvalues of A have positive real parts. Then the Hankel operator associated with $G(s)$ can be written as

$$
\begin{aligned}
\hat{\Gamma}_{g} & : \mathcal{L}_{2}[0, \infty) \longmapsto \mathcal{L}_{2}(-\infty, 0] \\
\left(\hat{\Gamma}_{g} v\right)(t) & =\left\{\begin{array}{cc}
\int_{0}^{\infty} g(t-\tau) v(\tau) d \tau, & t \leq 0 \\
0, & t>0
\end{array}\right. \\
& =\int_{0}^{\infty} C e^{A(t-\tau)} B v(\tau) d \tau, \text { for } t \leq 0
\end{aligned}
$$

or in the frequency domain

$$
\begin{aligned}
& \hat{\Gamma}_{G}=P_{-} M_{G} \mid \mathcal{H}_{2}: \mathcal{H}_{2} \longmapsto \mathcal{H}_{2}^{\perp} \\
& \hat{\Gamma}_{G} v=P_{-}(G v), \text { for } v \in \mathcal{H}_{2} .
\end{aligned}
$$

Now for any $v \in \mathcal{H}_{2}$ and $u \in \mathcal{H}_{2}^{+}$, we have

$$
\left\langle P_{-}(G v), u\right\rangle=\langle G v, u\rangle=\left\langle v, G^{\sim} u\right\rangle=\left\langle v, P_{+}\left(G^{\sim} u\right)\right\rangle .
$$

Hence, $\hat{\Gamma}_{G}=\Gamma_{G}^{*} \sim$

### 8.2 All-pass Dilations

This section considers the dilation of a given transfer function to an all-pass transfer function. This transfer function dilation is the key to the optimal Hankel norm approximation in the next section. But first we need some preliminary results and some state space characterizations of all-pass functions.

Definition 8.1 The inertia of a general complex, square matrix $A$ denoted $\operatorname{In}(\mathrm{A})$ is the triple $(\pi(A), v(A), 6(A))$ where
$\pi(A)=$ number of eigenvalues of $A$ in the open right half-plane.
$\nu(A)=$ number of eigenvalues of $A$ in the open left half-plane.
$S(A)=$ number of eigenvalues of $A$ on the imaginary axis.

The following lemma is due to Ostrowski and Schneider [1962].
Lemma 8.2 Given a complex matrix $A$ such that $A+A^{*} \geq 0$ and $H=H^{*}$ then

$$
\pi(A H \leq \pi(H), \quad \nu(A H) \leq v(H)
$$

Theorem 8.3 Given complex $\mathrm{n} \times n$ and $n \times m$ matrices $A$ and $B$, and hermitian matrix $P=P^{*}$ satisfying

$$
\begin{equation*}
A P+P A^{*}+B B^{*}=0 \tag{8.3}
\end{equation*}
$$

then
(1) If $6(P)=0$ then $\pi(A) \leq v(P), v(A) \leq \pi(I)$.
(2) If $S(A)=0$ then $\pi(P) \leq \nu(A), \nu(P) \leq \pi(A)$.

Proof. (1) If $\delta(P)=0$ then observe that (8.3) implies

$$
(-A P)+\left(-A I^{\prime}\right)^{*} \geq 0
$$

and by Lemma $8.2\left(A \rightarrow-A P, H \rightarrow P^{-1}\right)$

$$
\begin{aligned}
& v(A)=\pi\left(-A P P^{-1}\right) \leq \pi\left(P^{-1}\right)=\pi(P) \\
& \pi(A)=\nu\left(-A P P^{-1}\right) \leq \nu\left(P^{-1}\right)=\nu(P) .
\end{aligned}
$$

(2) Assume $\delta(A)=0$ and that $P=U\left[\begin{array}{rr}P_{1} & 0 \\ 0 & 0\end{array}\right] U^{*}$ with $\delta\left(P_{1}\right)=0, U^{*} U=I$, and define

$$
\tilde{A}=U^{*} A U=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right], \tilde{B}=U^{*} B=\left[\begin{array}{c}
B_{1} \\
B_{2}
\end{array}\right] .
$$

Then $U^{*}(8.3) U$ gives

$$
\begin{align*}
\tilde{A}\left[\begin{array}{cc}
P_{1} & 0 \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
P_{1} & 0 \\
0 & 0
\end{array}\right] \tilde{A}+\tilde{B} \tilde{B}^{*} & =0  \tag{8.4}\\
(8.4) \Rightarrow B_{2} B_{2}^{*}=0 \Rightarrow B_{2} & =0  \tag{8.5}\\
(8.4),(8.5) \Rightarrow A_{21} P_{1}=0 \Rightarrow A_{21} & =0  \tag{8.6}\\
(8.4) \Rightarrow A_{11} P_{1}+P_{1} A_{11}^{*}+B_{1} B_{1}^{*} & =0  \tag{8.7}\\
\Rightarrow(b y \operatorname{part}(1)) \nu\left(A_{11}\right) & \leq \pi\left(P_{1}\right) \\
\pi\left(A_{11}\right) & \leq \nu\left(P_{1}\right)
\end{align*}
$$

but since $\delta\left(A_{11}\right)=\delta\left(P_{1}\right)=0$

$$
\begin{aligned}
& \pi\left(P_{1}\right)=\nu\left(A_{11}\right) \leq \nu(A) \\
& \nu\left(P_{1}\right)=\pi\left(A_{11}\right) \quad \leq \pi(A) .
\end{aligned}
$$

Theorem 8.4 Given a realization ( $A, B, C$ ) (not necessarily stable) with $A \in \mathbb{C}^{n \times n}$, $B \in \mathbb{C}^{n \times m}, C \in \mathbb{C}^{m \times n}$, then
(1) If ( $A, B, C$ as completely controllable and completely observable the following two statements are equivalent:
(a) there exists a $D$ such that $G G^{\prime \prime}=\sigma^{2} I$ where $G(s)=D+C(s I-A)^{-1} B$.
(b) there exist $P, Q \in \mathbb{C}^{n \times n}$ such that
(i) $P=P^{*}, Q=Q^{*}$
(ii) $A P+P A^{*}+B B^{*}=0$
(iii) $A^{*} Q+Q A+C^{*} C=0$
(iv) $P Q=\sigma^{2} I$
(2) Given that part (lb) is satisfied then there exists a $D$ satisfying

$$
\begin{array}{rll}
D^{*} D & =\sigma^{2} I \\
D^{*} C+B^{*} Q & = & 0 \\
D B^{*}+C P & = & 0
\end{array}
$$

and any such $D$ will satisfy part (la) (note, observability and controllability are not assumed).

Proof. Any systems satisfying part (la) or (lb) can be transformed to the case $\sigma=1$ by $\hat{B}=B / \sqrt{\sigma}, \hat{C}=C / \sqrt{\sigma}, \hat{D}=D / \sigma, \hat{P}=P / \sigma, \hat{Q}=Q / \sigma$. Hence, without loss of generality the proof will be given for the case $\sigma=1$ only.
(la) $\Rightarrow$ (lb) This is proved by constructing $P$ and Q to satisfy ( $l b$ ) as follows. Given (la), $G(\infty)=D \Rightarrow D D^{*}=I$. Also GG" $=I \Rightarrow G^{\sim}=G^{-1}$, i.e.,

$$
\begin{aligned}
G^{-1}(s) & =\left[\begin{array}{c|c}
A-B D^{-1} C & -B D^{-1} \\
\hline D^{-1} C & D^{-1}
\end{array}\right]=\left[\begin{array}{c|c}
A-B D^{*} C & -B D^{*} \\
\hline D^{*} C & D^{*}
\end{array}\right] \\
& =G^{\sim}=\left[\begin{array}{c|c}
-A^{*} & -C^{*} \\
\hline B^{*} & D^{*}
\end{array}\right] .
\end{aligned}
$$

These two transfer functions are identical and both minimal (since ( $A, B, C$ ) is assumed to be minimal), and hence there exists a similarity transformation $T$ relating the statespace descriptions, i.e.,

$$
\begin{align*}
-A^{\prime} & =T\left(A \quad B D^{*} C\right) T^{-1}  \tag{8.8}\\
C^{*} & =T B D^{*}  \tag{8.9}\\
B^{*} & =D^{*} C T^{-1} \tag{8.10}
\end{align*}
$$

Further

$$
\begin{equation*}
\text { (8.9) } \Rightarrow B^{*}=D^{*} C\left(T^{*}\right)^{-1} \tag{8.11}
\end{equation*}
$$

$$
\begin{align*}
\text { (8.10) } \Rightarrow \boldsymbol{C}^{*} & =\boldsymbol{T}^{*} \boldsymbol{B} \boldsymbol{D}^{*}  \tag{8.12}\\
(8.8) \Rightarrow-\boldsymbol{A}^{*} & =-C^{*} D B^{*}+\left(T^{-1} A^{*} T\right)^{*} \\
& \left.=\boldsymbol{T}^{*}\left(\boldsymbol{A}-T^{*}\right)^{-1} C^{*} D B^{*} T^{*}\right)\left(T^{*}\right)^{-1} \\
\text { (8.9) and (8.10) } \Rightarrow & =\boldsymbol{T}^{*}\left(\boldsymbol{A}-B D^{*} C\right)\left(T^{*}\right)^{-1} . \tag{8.13}
\end{align*}
$$

Hence, $\boldsymbol{T}$ and $\boldsymbol{T}^{*}$ satisfy identical equations, (X.8) to (8.10) and (8.11) to (8.13), and minimality implies these have a unique solution and hence $\boldsymbol{T}=\boldsymbol{T}^{*}$.

Now setting

$$
\begin{align*}
& Q=-1  \tag{8.14}\\
& P=-T^{-1} \tag{8.15}
\end{align*}
$$

clearly satisfies part (lb), equations (i) and (iv). Further, (8.8) and (8.9) imply

$$
\begin{equation*}
T A+A^{*} T-C^{\star} C=0 \tag{8.16}
\end{equation*}
$$

which verifies (lb), equation (iii). Also (8.16) implies

$$
\begin{equation*}
A T^{-1}+T^{-1} A^{*}-T^{-3} C^{*} C T^{-1}=0 \tag{8.17}
\end{equation*}
$$

which together with (8.10) implies part (lb), equation (ii).
(lb) $\Rightarrow$ (la) This is proved by first constructing $\boldsymbol{D}$ according to part (2) and then verifying part (la) by calculation. Firstly note that si uce $\mathrm{Q}=P^{-1}, \mathrm{Q} \times$ ((lb), equation (ii)) x Q gives

$$
\begin{equation*}
Q A+A^{*} Q+Q B B^{*} Q=0 \tag{8.18}
\end{equation*}
$$

which together with part (lb), equation (iii) implies that

$$
\begin{equation*}
Q B B^{*} Q=C^{* *} C \tag{8.19}
\end{equation*}
$$

and hence by Lemma 2.14 there exists a $\boldsymbol{D}$ such that $\boldsymbol{D} * \boldsymbol{D}=\boldsymbol{I}$ and

$$
\begin{align*}
D B^{*} Q & =-\boldsymbol{C}  \tag{8.20}\\
\boldsymbol{D} \boldsymbol{B} & =-C Q^{-1}=-\boldsymbol{C P} \tag{8.21}
\end{align*}
$$

Equations (8.20) and (8.21) imply that the conditions of part (2) are satisfied. Now note that

$$
\begin{aligned}
\boldsymbol{B} \boldsymbol{B}^{*} & =(s I \cdots \boldsymbol{A}) \boldsymbol{P}+P\left(-s I-\boldsymbol{A}^{*}\right) \\
\Rightarrow C(s I-A)^{-1} B B^{*}\left(-s I-A^{*}\right)^{-1} C^{*} & =\boldsymbol{C P}\left(-s I-A^{*}\right)^{-1} C^{*}+C(s I-A)^{-1} \boldsymbol{P} C^{*} \\
(8.21) \Rightarrow & =-D I 3^{*}\left(-s I-A^{*}\right)^{-1} C^{*}-C(s I-A)^{-1} B D^{*}
\end{aligned}
$$

Hence, on expanding $G(s) G^{\sim}(s)$ we get

$$
G(s) G^{\sim}=\mathrm{I}
$$

Part (2) follows immediately from the proof of (1b) $\Rightarrow$ (la) above.
The following theorem dilates a given transfir function to an all-pass function.

Theorem 8.5 Let $G(s)=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right]$ with $A \in \mathbb{C}^{n \times n}, B \in \mathbb{C}^{n \times m}, C \in \mathbb{C}^{m \times n}, D \in$ $\mathbb{C}^{m \times m}$ satisfy

$$
\begin{align*}
& A P+P A^{*}+B B^{*}=0  \tag{8.22}\\
& A^{*} Q+Q A+C^{*} C=0 \tag{8.23}
\end{align*}
$$

for

$$
\begin{align*}
& P=P^{*}=\operatorname{diag}\left(\Sigma_{1}, \sigma I_{r}\right)  \tag{8.24}\\
& Q=Q^{*}=\operatorname{diag}\left(\Sigma_{2}, \sigma I_{r}\right) \tag{8.25}
\end{align*}
$$

with $\Sigma_{1}$ and $\Sigma_{2}$ diagonal, $\sigma \neq 0$ and $\delta\left(\Sigma_{1} \Sigma_{2}-\sigma^{2} I\right)=0$.
Partition $(A, B, C)$ conformably with $P$, as

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12}  \tag{8.26}\\
A_{21} & A_{22}
\end{array}\right], \quad B=\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right], \quad C=\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]
$$

and define $W(s):=\left[\begin{array}{c|c}\hat{A} & \hat{B} \\ \hline \hat{C} & \hat{D}\end{array}\right]$ with

$$
\begin{align*}
\hat{A} & =\Gamma^{-1}\left(\sigma^{2} A_{11}^{*}+\Sigma_{2} A_{11} \Sigma_{1}-\sigma C_{1}^{*} U B_{1}^{*}\right)  \tag{8.27}\\
\hat{B} & =\Gamma^{-1}\left(\Sigma_{2} B_{1}+\sigma C_{1}^{*} U\right)  \tag{8.28}\\
\hat{C} & =C_{1} \Sigma_{1}+\sigma U B_{1}^{*}  \tag{8.29}\\
\hat{D} & =D-\sigma U \tag{8.30}
\end{align*}
$$

where $U$ is a unitary matrix satisfying

$$
\begin{equation*}
B_{2}=-C_{2}^{*} U \tag{8.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma=\Sigma_{1} \Sigma_{2}-\sigma^{2} I \tag{8.32}
\end{equation*}
$$

Also define the error system

$$
E(s)=G(s)-W(s)=\left[\begin{array}{c|c}
A_{e} & B_{e} \\
\hline C_{e} & D_{e}
\end{array}\right]
$$

with

$$
A_{e}=\left[\begin{array}{cc}
A & 0  \tag{8.33}\\
0 & \hat{A}
\end{array}\right], \quad B_{e}=\left[\begin{array}{c}
B \\
\hat{B}
\end{array}\right], \quad C_{e}=\left[\begin{array}{ll}
C & -\hat{C}
\end{array}\right], \quad D_{e}=D-\hat{D} .
$$

Then
(1) $\left(A_{e}, B_{e}, C_{e}\right)$ satisfy

$$
\begin{align*}
A_{e} P_{e}+P_{e} A_{e}^{*}+B_{e} B_{e}^{*} & =0  \tag{8.34}\\
A_{e}^{*} Q_{e}+Q_{e} A_{e}+O_{e}^{*} C_{e} & =0 \tag{8.35}
\end{align*}
$$

with

$$
\begin{align*}
P_{e} & =\left[\begin{array}{ccc}
\Sigma_{1} & 0 & I \\
0 & \sigma I_{r} & 0 \\
I & 0 & \Sigma_{2} \Gamma^{-1}
\end{array}\right]  \tag{8.36}\\
Q_{e} & =\left[\begin{array}{ccc}
\Sigma_{2} & 0 & -\Gamma \\
0 & \sigma I_{r} & 0 \\
-\Gamma & 0 & \Sigma_{1} \Gamma
\end{array}\right]  \tag{8.37}\\
P_{e} Q_{e} & =\sigma^{2} I \tag{8.38}
\end{align*}
$$

(2) $E(s) E^{\sim}(s)=\sigma^{2} I$.
(3) If $\delta(A)=0$ then
(a) $\delta(\hat{A})=0$
(b) If $\delta\left(\Sigma_{1} \Sigma_{2}\right)=0$ then

$$
\operatorname{In}(\hat{A})=\operatorname{In}\left(-\Sigma_{1} \Gamma\right)=\operatorname{In}\left(-\Sigma_{2} \Gamma\right)
$$

(c) If $P>0, Q>0$ then the McMillan degree of the stable part of $(\hat{A}, \hat{B}, \hat{C})$ equals $\pi\left(\Sigma_{1} \Gamma\right)=\pi\left(\Sigma_{2} \Gamma\right)$.
(d) If either (i) $\Sigma_{1} \Gamma>0$ and $\Sigma_{2} \Gamma>0$ or (ii) $\Sigma_{1} \Gamma<0$ and $\Sigma_{2} \Gamma<0$ then $(\hat{A}, \hat{B}, \hat{C})$ is a minimal realization.

Proof. For notational convenience it will be assımed that $\sigma=1$ and this can be done without loss of generality since $B, C$ and $\Sigma$ can be simply rescaled to give $\sigma=1$.

It is first necessary to verify that there exists a unitary matrix $U$ satisfying (8.31). The (2,2) blocks of (8.22) and (8.23) give

$$
\begin{align*}
A_{22}+A_{22}^{*}+B_{2} B_{2}^{*} & =0  \tag{8.39}\\
A_{22}^{*}+A_{22}+C_{2}^{*} C_{2} & =0 \tag{8.40}
\end{align*}
$$

and hence $B_{2} B_{2}^{*}=C_{2}^{*} C_{2}$ and by Lemma 2.14 there exists a unitary $U$ satisfying (8.31).
(1) The proof of equations (8.34) to (8.38) is by a straightforward calculation, as follows. To verify (8.34) and (8.36) we need (8.22) which is assumed, together with

$$
\begin{align*}
A_{11}+\hat{A}^{*}+B_{1} \hat{B}^{*} & =0  \tag{8.41}\\
A_{21}+B_{2} \hat{B}^{*} & =0  \tag{8.42}\\
\hat{A} \Sigma_{2} \Gamma^{-1}+\Sigma_{2} \Gamma^{-1} \hat{A}^{*}+\hat{B} \hat{B}^{*} & =0 \tag{8.43}
\end{align*}
$$

which will now be verified.

$$
\begin{align*}
B_{2} \hat{B}^{*} & =B_{2}\left(B_{1}^{*} \Sigma_{2}+U^{*} C_{1}\right) \Gamma^{-1}  \tag{8.44}\\
(8.31) \Rightarrow & =\left(B_{2} B_{1}^{*} \Sigma_{2}-C_{2}^{*} C_{1}\right) \Gamma^{-1}  \tag{8.45}\\
& =\left(\left(-A_{21} \Sigma_{1}-A_{12}^{*}\right) \Sigma_{2}+A_{12}^{*} \Sigma_{2}+A_{21}\right) \Gamma^{-1}  \tag{8.46}\\
& =-A_{21} \Rightarrow(8.42)
\end{align*}
$$

where $B_{2} B_{1}^{*}$ and $C_{2}^{*} C_{1}$ were substituted in (8.45) using the (2,1) blocks of (8.22) and (8.23), respectively. To verify (8.41)

$$
\begin{align*}
B_{1} \hat{B}^{*} & =\left(B_{1} B_{1}^{*} \Sigma_{2}+B_{1} U^{*} C_{1}\right) \Gamma^{-1}  \tag{8.47}\\
& =\left(-A_{11} \Sigma_{1} \Sigma_{2}-\Sigma_{1} A_{11}^{*} \Sigma_{2}+B_{1} U^{*} C_{1}\right) \Gamma^{-1}  \tag{8.48}\\
& =-A_{11}-\hat{A}^{*} \Rightarrow(8.41)
\end{align*}
$$

where $B_{1} B_{1}^{*}$ was substituted using the $(1,1)$ block of $(8.22)$ and (8.27) substituting in (8.48). Finally to verify (8.43) consider

$$
\begin{align*}
\Gamma \hat{A} \Sigma_{2}+\Sigma_{2} \hat{A}^{*} \Gamma= & \left(A_{11}^{*}+\Sigma_{2} A_{11} \Sigma_{1}-C_{1}^{*} U B_{1}^{*}\right) \Sigma_{2}+\Sigma_{2}\left(A_{11}+\Sigma_{1} A_{11}^{*} \Sigma_{2}-B_{1} U^{*} C_{1}\right)  \tag{8.49}\\
= & -\left(\Sigma_{2} B_{1}+C_{1}^{*} U\right)\left(B_{1}^{*} \Sigma_{2}+U^{*} C_{1}\right)+\left(A_{11}^{*} \Sigma_{2}+\Sigma_{2} A_{11}+C_{1}^{*} C_{1}\right) \\
& \quad+\Sigma_{2}\left(A_{11} \Sigma_{1}+\Sigma_{1} A_{11}^{*}+B_{1} B_{1}^{*}\right) \Sigma_{2}  \tag{8.50}\\
= & -\Gamma \hat{B} \hat{B}^{*} \Gamma \Rightarrow(8.43)
\end{align*}
$$

where (8.27) $\rightarrow$ (8.49) and (8.50) is a rearrangement of (8.49) and finally, the $(1,1)$ blocks of (8.22) and (8.23) are used. Equations (8.34) and (8.36) are hence verified.

Similarly in order to verify (8.35) and (8.37) we need (8.23) which is assumed together with

$$
\begin{align*}
A_{11}^{*}(-\Gamma)+(-\Gamma) \hat{A}-C_{1}^{*} \hat{C} & =0  \tag{8.51}\\
A_{12}^{*}(-\Gamma)-C_{2}^{*} \hat{C} & =0  \tag{8.52}\\
\hat{A}^{*} \Sigma_{1} \Gamma+\Sigma_{1} \Gamma \hat{A}+\hat{C}^{*} \hat{C} & =0 . \tag{8.53}
\end{align*}
$$

Equations (8.51) to (8.53) are now verified in an analogous manner to equations (8.41) to (8.43)

$$
\begin{aligned}
C_{2}^{*} \hat{C} & =C_{2}^{*}\left(C_{1} \Sigma_{1}+U B_{1}^{*}\right) \\
& =\left(-A_{12}^{*} \Sigma_{2}-A_{21}\right) \Sigma_{1}-B_{2} B_{1}^{*} \\
& =-A_{12}^{*} \Gamma \Rightarrow(8.52) \\
C_{1}^{*} \hat{C} & =C_{1}^{*} C_{1} \Sigma_{1}+C_{1}^{*} U B_{1}^{*} \\
& =-A_{11}^{*} \Sigma_{2} \Sigma_{1}-\Sigma_{2} A_{11} \Sigma_{1}+C_{1}^{*} U B_{1}^{*}
\end{aligned}
$$

$$
\begin{aligned}
& =-A_{11}^{*} \Gamma-\Gamma \hat{A} \Rightarrow(8.51) \\
\hat{A}^{*} \Sigma_{1} \Gamma+\Sigma_{1} \Gamma \hat{A}= & \left(A_{11}+\Sigma_{1} A_{11}^{*} \Sigma_{2}-B_{1} U^{*} C_{1}\right) \Sigma_{1}+\Sigma_{1}\left(A_{11}^{*}+\Sigma_{2} A_{11} \Sigma_{1}-C_{1}^{*} U B_{1}\right) \\
= & -\left(\Sigma_{1} C_{1}^{*}+B_{1} U^{*}\right)\left(C_{1} \Sigma_{1}+U B_{1}^{*}\right) \\
& +\Sigma_{1}\left(A_{11}^{*} \Sigma_{2}+\Sigma_{2} A_{11} \bullet t C_{1}^{*} C_{1}\right) \Sigma_{1}+\left(A_{11} \Sigma_{1}+\Sigma_{1} A_{11}^{*}+B I B ;\right) \\
= & -\hat{C}^{*} \hat{C} \Rightarrow(8.53)
\end{aligned}
$$

Therefore, (8.35) and (8.37) have been verified. (8.38) is immediate, and the proof of part (1) is complete.
(2) Equations (8.34), (8.35) and (8.38) ensure the conditions of Theorem 8.4, part (lb) are satisfied and Theorem 8.4, part (2) can be used to show that the $D_{e}$ given in (8.33) makes $\boldsymbol{E}(\boldsymbol{s})$ all-pass. (Note it is still assumed that $\boldsymbol{\sigma}=1$.) We hence need to verify that

$$
\begin{align*}
D_{e}^{*} D_{e} & =\boldsymbol{I}  \tag{8.54}\\
D_{e}^{*} C_{e}+B_{e}^{*} Q_{e} & =0  \tag{8.55}\\
D_{e} B_{e}^{*}+C_{e} P_{e} & =0 . \tag{8.56}
\end{align*}
$$

Equation (8.54) is immediate, (8.55) follows by substituting the definitions of $\hat{B}, \hat{C}, D_{e}$ and Q , and (8.56) follows from $D_{e} \boldsymbol{x}$ (8.55) $\boldsymbol{x} P_{e}$
(3) (a) To show that $\delta(A)=0$ if $\boldsymbol{\sigma}(\boldsymbol{A})=0$ we will assume that there exists $x \in \mathbb{C}^{n-r}$ and $\lambda \in \mathbb{C}$ such that $\hat{A} x=\lambda x$ and $\lambda+\bar{\lambda}=0$, and show that this implies $x=0$. From $x^{*}(8.53) x$,

$$
\begin{align*}
(\lambda+\lambda) x^{*} \Sigma_{1} \Gamma x+x^{*} \hat{C}^{*} \hat{C} x & =0  \tag{8.57}\\
\Rightarrow \hat{C} x & =0 \tag{8.58}
\end{align*}
$$

Now (8.51)x gives

$$
\begin{align*}
-A_{11}^{*} \Gamma x-\Gamma \lambda x+C_{1}^{*} \hat{C} x & =\mathbf{0} \\
\Rightarrow x^{*} \Gamma A_{11} & =-\bar{\lambda} x^{*} \Gamma \tag{8.59}
\end{align*}
$$

Also (8.52) $x$ and (8.58) give

$$
\begin{equation*}
A_{12}^{*} \Gamma x=0 . \tag{8.60}
\end{equation*}
$$

Equations (8.59) and (8.60) imply that $\left(x^{*} \Gamma, 0\right) A=-\bar{\lambda}\left(x^{*} \Gamma, 0\right)$ but since it is assumed that $\boldsymbol{S}(\boldsymbol{A})=0, \lambda+\bar{\lambda}=0$ and $\Gamma^{-1}$ exists this implies that $\mathrm{x}=0$ and $\boldsymbol{\delta}(\hat{A})=0$ is proven.
(b) Since $\delta(\dot{A})=0$ has been proved and $\delta\left(\Sigma_{1} \Sigma_{2}\right)=0$ is assumed $\left(\Rightarrow \delta\left(\Sigma_{2} \Gamma^{-1}\right)=\right.$ $\delta\left(\Sigma_{1} \Gamma\right)=0$ ) Theorem 8.3 can be applied since equations (8.43) and (8.53) have been verified. Hence

$$
\operatorname{In}(\mathrm{A})=\operatorname{In}\left(-\Sigma_{1} \Gamma^{-1}\right)=\operatorname{In}\left(-\Sigma_{1} \Gamma\right)=\operatorname{In}\left(-\Sigma_{2} \Gamma\right)
$$

(c) Assume that there exists $\mathrm{x} \neq 0 \in \mathbb{C}^{n-r}$ and $\lambda \in \mathbb{C}$ such that $\hat{A} x=\mathrm{Xx}$ and $\hat{C} x=0$ (i.e., $(\hat{C}, \hat{A})$ is not completely observable). Then (8.51) $x$ and (8.52) $x$ give

$$
\begin{gathered}
-A_{11}^{*} \Gamma x-\Gamma \lambda x=\mathbf{0} \\
-A_{12}^{*} \Gamma x=0
\end{gathered}
$$

hence $(-\bar{\lambda})$ is an eigenvalue of $\boldsymbol{A}$ since $\Gamma \boldsymbol{x} \neq 0$. However, since $\boldsymbol{P}>0$ and $\boldsymbol{\sigma}(\boldsymbol{A})=0$ are assumed then $\operatorname{In}(\mathrm{A})=(0, n, 0)$ and all the unobservable modes must be in the open right half plane. Similarly, if it is assumed that $(\hat{A}, \hat{B})$ is not completely controllable then (8.41) and (8.42) will give the analogous conclusion and therefore all the modes in the left half-plane are controllable and observable, and the condition in (3b) gives their number.
(d) (i) If $\Sigma_{1} \Gamma>0$ or $\Sigma_{2} \Gamma>0$ then by (3b) $\operatorname{In}(\hat{A})=(0, n-r, 0)$ and by (3c) the

(ii) Assume there exists $x$ such that $\hat{A} x=\lambda x$ and $\hat{C} x=0$. Then $x^{*}(8.53) x$ gives

$$
(\lambda+\lambda) x^{*} \Sigma_{1} \Gamma x=0
$$

but $(\lambda+\bar{\lambda}) \neq 0$ by (3a) and $\Sigma_{1} \Gamma<0$ is assumed so that $x=0$. Hence $(\hat{C}, \hat{A})$ is completely observable. Similarly (8.43) gives $(\hat{A}, \hat{B})$ completely controllable.

## Example 8.1 Take

$$
G(s)=\frac{39 s^{2}+105 s+250}{(s+2)(s+5)^{2}}
$$

This has a balanced realization given by

$$
A=\left[\begin{array}{ccc}
-2 & 4 & -4 \\
-4 & -1 & -4 \\
-4 & 4 & -9
\end{array}\right], \quad B=\left[\begin{array}{l}
2 \\
1 \\
6
\end{array}\right], C=\left[\begin{array}{lll}
2 & 1 & 6
\end{array}\right],\left[\begin{array}{ccc}
1 & 0 & 0 \\
= & \frac{1}{2} & 0 \\
0 & 0 & 2
\end{array}\right]
$$

Now using the above construction with $\Sigma_{1}=\left[\begin{array}{ll}1 & 0 \\ 0 & \frac{1}{2}\end{array}\right], \sigma=2$ gives

$$
\begin{aligned}
\hat{A} & =\frac{1}{3}\left[\begin{array}{cc}
2 & 10 \\
-8 & 5
\end{array}\right], \quad \hat{B}=\frac{1}{3}\left[\begin{array}{c}
2 \\
-2
\end{array}\right], \hat{C}=\left[\begin{array}{ll}
-2 & -5 / 2
\end{array}\right], \quad \hat{D}=2 \\
\mathbf{W}(\mathbf{s}) & =\frac{6 s^{2}-13 \mathrm{~s}+90}{3 s^{2}-7 \mathrm{~s}+30}, \quad \boldsymbol{G}(s)-\mathbf{W}(\mathbf{s})=\frac{2(-\mathrm{s}+2)(-\mathrm{s}+5)^{2}\left(3 s^{2}+7 \mathrm{~s}+30\right)}{(\mathrm{s}+2)(s+5)^{2}\left(3 s^{2}-7 \mathrm{~s}+30\right)}
\end{aligned}
$$

$\boldsymbol{W}(\boldsymbol{s})$ is an optimal anticausal approximation to $\mathrm{G}(\mathrm{s})$ with $\mathcal{L}_{\infty}$ error of 2.
Example 8.2 Let us also illustrate Theorem 8.5 when $\left(\Sigma_{1}^{2}-\sigma^{2} I\right)$ is indefinite. Take $\mathrm{G}(\mathrm{s})$ as in the above example and permute the first and third states of the balanced realization so that $\Sigma=\operatorname{diag}\left(2, \frac{1}{2}, 1\right), \Sigma_{1}=\operatorname{diag}\left(2, \frac{1}{2}\right), \sigma=1$. The construction of Theorem 8.5 now gives

$$
\hat{A}=\left[\begin{array}{cc}
-3 & 2 \\
8 & 3
\end{array}\right], \quad \hat{B}=\left[\begin{array}{c}
2 \\
-2
\end{array}\right], \quad \hat{C}=\left[\begin{array}{ll}
6 & -3 / 2
\end{array}\right], \quad \hat{D}=1
$$

Theorem 8.5, part (2b) implies that

$$
\operatorname{In}(\hat{A})=\operatorname{In}\left(-\Sigma_{1}\left(\Sigma_{1}^{2} \quad \sigma^{2} I\right)\right)=\operatorname{In}\left[\begin{array}{cc}
-6 & 0 \\
0 & \frac{3}{8}
\end{array}\right]=(1,1,0)
$$

which is verified by noting that $\hat{A}$ has eigenvalues of 5 and -5 .

$$
W(s)=\left[\begin{array}{l|l}
\hat{A} & \hat{B} \\
\hline \hat{C} & \hat{D}
\end{array}\right]=\frac{s+20}{s+5}
$$

and we note that the stable part of $W(s)$ has McMillan degree 1 as predicted by Theorem 8.5, part (3c). However, this example has been constructed to show that ( $\hat{A}, \hat{B}, \hat{C}$ ) itself may not be minimal when the conditions of part (3d) are not satisfied, and in this case the unstable pole at +5 is both uncontrollable and unobservable. $\frac{s+20}{s+5}$ is in fact an optimal Hankel norm approximation to $G(s)$ of degree 1 and

$$
E(s)=\frac{(-s+2)(\cdots s+5)^{2}}{(s+2)(s+5)^{2}}
$$

In general the error $E(j \omega)$ will have modulus equal to $\sigma$ but $E(s)$ will contain unstable poles.

Example 8.3 Let us finally complete the analysis of this $\mathrm{G}(\mathrm{s})$ by permuting the second and third states in the balanced realization of the last example to obtain $\Sigma_{1}=\operatorname{diag}(2,1)$, $\sigma=\frac{1}{2}$. Wewillfind

$$
\begin{gathered}
\hat{A}=\left[\begin{array}{ll}
-15 & -4 \\
-20 & -6
\end{array}\right], \hat{B}=\left[\begin{array}{l}
4 \\
4
\end{array}\right], \hat{C}=\left[\begin{array}{ll}
15 & 3
\end{array}\right], \quad \hat{D}=-\frac{1}{2} \\
W(s)=\left[\begin{array}{c|c}
\hat{A} & \hat{B} \\
\hat{C} & \hat{D}
\end{array}\right]=\frac{1}{2} \frac{\left(-s^{2}+123 s+110\right)}{\left(s^{2}+21 s+10\right)} \\
E(s)=G(s)-W(s)=-\frac{1}{2} \frac{(-s+2)(-s+5)^{2}\left(s^{2}-21 s+10\right)}{(s+2)(s+5)^{2}\left(s^{2+} 21 s^{+} 10\right)}
\end{gathered}
$$

Note that $-\Sigma_{1} \Gamma=\operatorname{diag}(-15 / 2,-3 / 4)$ so that $A$ is stable by Theorem 8.5, part (3b). $|E(j \omega)|=\frac{1}{2}$ by Theorem 8.5, part (2), $(\hat{A}, \hat{B}, \hat{C})$ is minimal by Theorem 8.5, part (3d). $W(s)$ is in fact an optimal second-order Hankel norm approximation to $\mathrm{G}(\mathrm{s})$.

### 8.3 Optimal Hankel Norm Approximation

We are now ready to give a solution to the optimal Hankel norm approximation problem based on Theorem 8.5. The following Lemma gives a lower bound on the achievable Hankel norm of the error

$$
\inf _{\hat{G}}\|G(s)-\hat{G}(s)\|_{H}>\sigma_{k+1}(G)
$$

and then Theorem 8.7 shows that the construction of Theorem 8.5 can be used to achieve this lower bound.

Lemma 8.6 Given a stable, rational, $p \times \mathrm{m}$, transfer function matrix $G(s)$ with Hankel singular values $\sigma_{1} \geq \sigma_{2} \ldots \geq \sigma_{k} \geq \sigma_{k+1} \geq \sigma_{k+2} \ldots \geq \sigma_{n}>0$, then for all d(s) stable and of McMillan degree $\leq k$

$$
\begin{align*}
\sigma_{i}(G(s)-\hat{G}(s)) & \geq \sigma_{i+k}(G(s)), i=1, \ldots, n-k,  \tag{8.61}\\
\sigma_{i+k}(G(s) \hat{G}(s)) & \leq \sigma_{i}(G(s)), i=1, \ldots, n . \tag{8.62}
\end{align*}
$$

In particular,

$$
\begin{equation*}
\|G(s)-\hat{G}(s)\|_{H} \geq \sigma_{k+1}(G(s)) . \tag{8.63}
\end{equation*}
$$

Proof. We shall prove (8.61) only and the inequality (8.62) follows from (8.61) by setting

$$
\mathrm{G}(\mathrm{~s})=(\mathrm{G}(\mathrm{~s})-\hat{G}(s))-(-\hat{G}(s)) .
$$

Let $(\hat{A}, \hat{B}, \hat{C})$ be a minimal state space realization of $\mathrm{d}(\mathrm{s})$, then ( $A_{e}, B_{e}, C$, given by (8.33) will be a state space realization of $\mathrm{G}(\mathrm{s})-\mathrm{G}(\mathrm{s})$. Now let $P=P^{*}$ and $\mathrm{Q}=\mathrm{Q}^{*}$ satisfy (8.34) and (8.35) respectively (but not necessary (8.36) and (8.37) and write

$$
P=\left[\begin{array}{ll}
P_{11} & P_{12} \\
P_{12}^{*} & P_{22}
\end{array}\right], Q=\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{12}^{*} & Q_{22}
\end{array}\right], P_{11}, Q_{11} \in \mathbb{R}^{n \times n} .
$$

Since $P \geq 0$ it can be factorized as

$$
P=R R^{*}
$$

where

$$
R=\left[\begin{array}{cc}
R_{11} & R_{12} \\
0 & R_{22}
\end{array}\right]
$$

with

$$
R_{22}=P_{22}^{1 / 2}, \quad R_{12}=P_{12} P_{22}^{-1 / 2}, \quad R_{11} R_{11}^{*}=P_{11}-R_{12} R_{12}^{*}
$$

$\left(P_{22}>0 \operatorname{since}(\mathrm{~A}, \hat{B}, \hat{C})\right.$ is a minimal realization.)

$$
\begin{align*}
\sigma_{i}(G(s)-\hat{G}(s)) & =\lambda_{i}(P Q)=\lambda_{i}\left(R R^{*} Q\right)=\lambda_{i}\left(R^{*} Q R\right) \\
& \geq \lambda_{i}\left(\left[\begin{array}{lll}
I_{n} & 0
\end{array}\right] R^{*} Q R\left[\begin{array}{c}
I_{n} \\
0
\end{array}\right]\right) \\
& =\lambda_{i}\left(\left[\begin{array}{ll}
{\left[R_{11}^{*}\right.} & 0
\end{array}\right] Q\left[\begin{array}{c}
R_{11} \\
0
\end{array}\right]\right) \\
& =\lambda_{i}\left(R_{11}^{*} Q_{11} R_{11}\right)=\lambda_{i}\left(Q_{11} R_{11} R_{11}^{*}\right) \\
& =\lambda_{i}\left(Q_{11}\left(P_{11} \quad R_{12} R_{12}^{*}\right)\right) \\
& =\lambda_{i}\left(Q_{11}^{1 / 2} P_{11} Q_{11}^{1 / 2}-X X^{*}\right) \text { where } \mathrm{X}=Q_{11}^{1 / 2} R_{12} \\
& \geq \lambda_{i+k}\left(Q_{11}^{1 / 2} P_{11} Q_{11}^{1 / 2}\right)  \tag{8.64}\\
& =\lambda_{i+k}\left(P_{11} Q_{11}\right)=\sigma_{i+k}^{2}(G)
\end{align*}
$$

where (8.64) follows from the fact that $X$ is an $n x k$ matrix $\left(\Rightarrow \operatorname{rank}\left(X_{X}^{*}\right) \leq k\right)$.
We can now give a solution to the optimal Hankel norm approximation problem for square transfer functions.

Theorem 8.7 Given a stable, rational, $\mathrm{m} \times \mathrm{m}$, transfer function $G(s)$ then
(1) $\sigma_{k+1}(G(s))=\inf _{G \in \mathcal{H}_{\infty}}\|G(s)-\hat{G}(s)\|_{H}=\inf _{\hat{G} \in \mathcal{Y}_{\infty}, F \in \mathcal{H}_{\alpha}^{-}}\|G(s)-\hat{G}(s)-F(s)\|_{\infty}$, McMillan degree $(\hat{G}) \leq \mathrm{k}$.
(2) If $G(s)$ has Hankel singular values $\sigma_{1} \geq \sigma_{2} \ldots \geq \sigma_{k}>\sigma_{k+1}=\sigma_{k+2} \ldots=\sigma_{k+r}>$ $\sigma_{k+r+1} \geq \ldots \geq \sigma_{n}>0$ then $G(\hat{s})$ of McMilian degree $k$ is an optimal Hankel norm approximation to $G(s)$ if and only if then exists $F(s) \in \mathcal{H}_{\infty}^{-}$(whose McMillan degree can be chosen $\leq n+k-1$ ) such that $E(s):=G(s)-G(s)-F(s)$ satisfies

$$
\begin{equation*}
E(s) E^{\sim}(s) \tag{8.65}
\end{equation*}
$$

In which case

$$
\begin{equation*}
\|G(s)-\hat{G}(s)\|_{U I}=\sigma_{k+1} \tag{8.66}
\end{equation*}
$$

(3) Let $G(s)$ be as in (2) above, then an optimal Hankel norm approximation of McMillan degree $k, G(s)$, can be constructed as follows. Let $(A, B, C)$ be a balanced realization of $G(s)$ with corresponding

$$
\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}, \sigma_{k+r+1} \ldots . \sigma_{n}, \sigma_{k+1}, \ldots, \sigma_{k+r}\right)
$$

and define $(\hat{A}, \hat{B}, \hat{C}, \hat{D})$ from equations (8.e6) to (8.31). Then

$$
\begin{equation*}
\hat{G}(s)+F(s)=\left|\frac{\hat{A}}{\hat{C}} \downarrow \hat{\hat{B}}\right| \tag{8.67}
\end{equation*}
$$

where $\hat{G}(s) \in \mathcal{H}_{\infty}$ and $F(s) \in \mathcal{H}_{\infty}^{-}$with the McMillan degree of $\hat{G}(s)=k$ and the McMillan degree of $F(s)=n-k-r$.

Proof. By the definition off,, norm, for all $F(\dot{s}) \in \mathcal{H}_{\infty}^{-}$, and $\hat{G}(s) \in \mathcal{H}_{\infty}$ of McMillan degree $k$

$$
\begin{align*}
\|G(s)-\hat{G}(s)-F(s)\|_{\infty} & \geq \sup _{f \in \mathcal{H}_{2}^{\perp},\|f\|_{2}-1}\|(G(s)-\hat{G}(s)-F(s)) f\|_{2} \\
& \geq \sup _{f \in \mathcal{H}_{2}^{\perp},\|f\|_{2} \leq 1}\left\|P_{+}(G-\hat{G}-F) f\right\|_{2} \\
& =\sup _{f \in \mathcal{H}_{2}^{\perp},\|f\|_{2} \leq 1}\left\|P_{+}(G-\hat{G}) f\right\|_{2} \\
& =\mid \vec{G}-\hat{G} \|_{H_{1}} \\
& \geq \sigma_{k+1}(G(s)) \tag{8.68}
\end{align*}
$$

where (8.68) follows from Lemma 8.6.
Now define $\hat{G}(s)$ and $F(s)$ via equation (8.26), then Theorem 8.5, part (2) implies that (8.65) holds and hence

$$
\begin{equation*}
\|E(s)\|_{\infty}=\sigma_{k+1} . \tag{8.69}
\end{equation*}
$$

Also from Theorem 8.5, part (3b)

$$
\begin{equation*}
\operatorname{In}(\hat{A})=\operatorname{In}\left(-\Sigma_{1}\left(\Sigma_{1}^{2} \quad \sigma_{k+1}^{2} I\right)\right)=(n-k-r, k, 0) \tag{8.70}
\end{equation*}
$$

Hence, $\hat{G}$ has McMillan degree $k$ and it in the correct class, and therefore (8.69) implies that the inequalities in (8.68) becomes equalities, and part (1) is proven, as in part (3). Clearly the sufficiency of part (2) can be similarly verified by noting that (8.65) implies that (8.68) is satisfied with equality.

To show the necessity of part (2) suppose that $\hat{G}(s)$ is an optimal Hankel norm approximation to $\mathrm{G}(\mathrm{s})$ of McMillan degree $k$, i.e, equation (8.66) holds. Now Theorem 8.5 can be applied to $\mathrm{G}(\mathrm{s})-\hat{G}(s)$ to produce an optimal anticausal approximation $\mathrm{F}(\mathrm{s})$, such that $(\mathrm{G}(\mathrm{s})-\mathrm{d}(\mathrm{s})-\mathrm{F}(\mathrm{s})) / \sigma_{k+1}(G)$ is all-pass since $\sigma_{k+1}(G)=\sigma_{1}(G-\hat{G})$. Further, the McMillan degree of this $F(s)$ will be, the McMillan degree of $(G(s)-G(s))$ minus the multiplicity of $\sigma_{1}(G-\mathrm{G}), \leq \mathrm{n}+k-1$.

The following corollary gives the solution to the well-known Nehari's problem.
Corollary 8.8 Let $\mathbf{G}(\mathbf{s})$ be a stable, rational, $m \times \mathrm{m}$, transfer function of McMillan degree n such that $\sigma_{1}(G)$ has multiplicity $r_{1}$. Then

$$
\inf _{F(s) \in \mathcal{H} \bar{\infty}}\|G(s)-F(s)\|_{\infty}=\sigma_{1}(G(s))
$$

and a solution is given by Theorem 8.5 with $k=0$. Indeed, let $F(s)$ be an optimal anticausal approximation of degree $\mathrm{n}-r_{1}$ given by the construction of Theorem 8.5. Then
(1) $(G(s)-F(s)) / \sigma_{1}$ is all-pass.
(2) $\sigma_{i-r_{1}}(\mathrm{~F}(-\mathrm{s}))=\sigma_{i}(G(s)), i=r_{1}+1, \ldots, \mathrm{n}$.

Proof. (1) is proved in Theorem 8.5, part (2). (2) is obtained from the forms of $P_{e}$ and $Q_{e}$ in Theorem 8.5, part (1). $F(-\xi$ is used since it will be stable and have well-defined Hankel singular values.

The optimal Hankel norm approximation for non-square case can be obtained by first augmenting the function to form a square function. For example, consider a stable, rational, $p \times m(\mathrm{p}<\mathrm{m})$, transfer function $\mathrm{G}(\mathrm{s})$. Let $G_{a}=\left[\begin{array}{l}G \\ 0\end{array}\right]$ be an augmented
square transfer function and let $\hat{G}_{a}=\left[\begin{array}{c}\hat{G} \\ \hat{G}_{2}\end{array}\right]$ br: the optimal Hankel norm approximation of $G_{a}$ such that

$$
\left\|G_{a}-\hat{G}_{a}\right\|_{H}=\sigma_{l+1}\left(G_{a}\right)
$$

Then

$$
\sigma_{k+1}(G) \leq\|G-\hat{G}\|_{H} \leq\left\|G_{a}-\hat{G}_{a}\right\|_{H}=\sigma_{k+1}\left(G_{a}\right)=\sigma_{k+1}(G)
$$

i.e., $\hat{G}$ is an optimal Hankel norm approximation of $\mathrm{G}(\mathrm{s})$.

## 8.4 $\mathcal{L}_{\infty}$ Bounds for Hankel Norm Approximation

The natural question that arise now is, does the: Hankel norm being small imply that any other more familiar norms are also small? We shall have a definite answer in this section.

Lemma 8.9 Let an $m$ x $m$ transfer matrix $E=:\left[\begin{array}{c|c}A & B 3 \\ \hline C & D)^{8}\end{array}\right]$ tisfy $E(s) E^{\sim}(s)=\sigma^{2} I$ and all equations of Theorem 8.4 and let $A$ have dimension $n_{1}+n_{2}$ with $n_{1}$ eigenvalues strictly in the left half plane and $n_{2}<n_{1}$ eigenvalues strictly in the right half plane. If $E=G_{s}+F$ with $G_{s} \in \mathcal{R} \mathcal{H}_{\infty}$ and $F \in \mathcal{R} \mathcal{H}_{\infty}^{-}$the $n$,

$$
\sigma_{i}\left(G_{s}\right)=\left\{\begin{array}{ll}
\sigma & i=1,2, \ldots, n_{1}-n_{2} \\
\sigma_{i-n_{1}+n_{2}}(\mathrm{~F}(-\mathrm{s})) & \vdots
\end{array}\right)=n_{1}-n_{2}+1, \ldots, n_{1} .
$$

Proof. Firstly let the realization be transforms $d$ to,

$$
\left.E=\begin{array}{cc|c}
A_{1} & 0 & B_{1} \\
\hline 0 & A_{2} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right]=\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right], \quad \operatorname{Re} \lambda_{i}\left(A_{1}\right)<0, \quad \operatorname{Re} \lambda_{i}\left(A_{2}\right)>0
$$

in which case $\mathrm{G}=\left[\begin{array}{c|c}A_{1} & B_{1} \\ \hline C_{1} & D\end{array}\right], F=\left[\begin{array}{c|c}A_{2} & B_{2} \\ \hline C_{2} & 0\end{array}\right]$. The equations of Theorem 8.4 (i)-(iv) are then satisfied by a transformed $P$ and Q , partitioned as,

$$
P=\left[\begin{array}{ll}
P_{11} & P_{12} \\
P_{12}^{*} & P_{22}
\end{array}\right], Q=\left[\begin{array}{ll}
Q_{11} & Q_{21}^{*} \\
Q_{21} & Q_{22}
\end{array}\right]
$$

$P Q=\sigma^{2} I$ implies that,

$$
\begin{aligned}
& \operatorname{det}\left(\lambda I-P_{11} Q_{11}\right)=\operatorname{det}\left(\lambda I \quad\left(\sigma^{2} I-P_{12} Q_{21}\right)\right) \\
& \quad=\operatorname{det}\left(\left(\lambda-\sigma^{2}\right) I+P_{12} Q_{21}\right) \\
& \quad=\left(\lambda-\sigma^{2}\right)^{n_{1}-n_{2}} \operatorname{det}\left(\left(\lambda-\sigma^{2}\right) I+Q_{21} P_{12}\right) \\
& =\left(\mathrm{A}-\sigma^{2}\right)^{n_{1}-n_{2}} \operatorname{det}\left(\lambda I-Q_{22} P_{22}\right) .
\end{aligned}
$$

The result now follows on observing that $\sigma_{i}(G(s))=\lambda_{i}\left(P_{11} Q_{11}\right)$ and $\sigma_{i}^{2}(F(-s))=$ $\lambda_{i}\left(Q_{22} P_{22}\right)$.

Corollary 8.10 Let $E(s)=G(s)-\hat{G}(s)-F(s)$ be as defined in part (3) of Theorem 8.7 with $G(s), \hat{G}(s) \in \mathcal{R} \mathcal{H}_{\infty}$ and $F(s) \in \mathcal{R} \mathcal{H}_{\infty}^{-}$. Then for $i=1,2, \ldots, 2 k+r$,

$$
\sigma_{i}(G-\hat{G})=\sigma_{k+1}(G)
$$

and for $i=1,2, \ldots, n-k-r$,

$$
\sigma_{i+3 k+r}(G) \leq \sigma_{i}(F(-s))=\sigma_{i+2 k+r}(G-\hat{G}) \leq \sigma_{i+k+r}(G)
$$

Proof. The construction of $E(s)$ ensures that the all-pass equations are satisfied and an inertia argument easily establishes that the $A$-matrix has precisely $n_{1}=n+k$ eigenvalues in the open left half plane and $n_{2}=n-k-r$ in the open right half plane. Hence Lemma 8.9 can be applied to give the equalities. The inequalities follow from Lemma 8.6.

The following lemma gives the properties of certain optimal Hankel norm approximations when the degree is reduced by the multiplicity of $\sigma_{n}$. In this case some precise statements on the error and the approximating system can be made.

Lemma 8.11 Let $G(s)$ be a stable, rational $m \times m$, transfer function of McMillan degree $n$ and such that $\sigma_{n}(G)$ has multiplicity $r$. Also let $\hat{G}(s)$ be an optimal Hankel norm approximation of degree $n-r$ given by Theorem 8.7, part (3) (with $F(s) \equiv 0$ ) then
(1) $(G(s)-\hat{G}(s)) / \sigma_{n}(G(s))$ is all-pass.
(2) $\sigma_{i}(\hat{G}(s))=\sigma_{i}(G(s)), i=1, \ldots, n-r$.

Proof. Theorem 8.7 gives that $\hat{A} \in \mathbb{R}^{(n-r) \times(n-r)}$ is stable and hence $F(s)$ can be chosen to be zero and therefore $(G(s)-\hat{G}(s)) / \sigma_{n}(G)$ is all-pass. The $\sigma_{i}(\hat{G}(s))$ are obtained from Lemma 8.9.

Applying the above reduction procedure again on $\hat{G}(s)$ and repeating until $\hat{G}(s)$ has zero McMillan degree gives the following new representation of stable systems.

Theorem 8.12 Let $G(s)$ be a stable, rational $m \times m$, transfer function with Hankel singular values $\sigma_{1}>\sigma_{2} \ldots>\sigma_{N}$ where $\sigma_{i}$ has multiplicity $r_{i}$ and $r_{1}+r_{2}+\ldots+r_{N}=n$. Then there exists a representation of $G(s)$ as

$$
\begin{equation*}
G(s)=D_{0}+\sigma_{1} E_{1}(s)+\sigma_{2} E_{2}(s)+\ldots+\sigma_{N} E_{N}(s) \tag{8.71}
\end{equation*}
$$

where
(1) $E_{k}(s)$ are all-pass and stable for all $k$.
(2) For $k=1,2, \ldots, N$

$$
\hat{G}_{k}(s):=D_{0}+\sum_{i=1}^{k} \sigma_{i} E_{i}(s)
$$

has McMillan degree $r_{1}+r_{2}+\ldots+r_{k}$.
Proof. Let $\hat{G}_{k}(s)$ be the optimal Hankel norm approximation to $\hat{G}_{k+1}(s)$ (given by Lemma 8.11) of degree $r_{1}+r_{2}+\ldots+r_{k}$, with $\hat{G}_{N}(s):=G(s)$. Lemma 8.11 (2) applied at each step then gives that the Hankel singular values of $\hat{G}_{k}(s)$ will be $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}$ with multiplicities $r_{1}, r_{2}, \ldots, r_{k}$, respectively. Hence Lemma 8.11 (1) gives that $\hat{G}_{k}(s)-$ $\hat{G}_{k-1}(s)=\sigma_{k} E_{k}(s)$ for some stable, all-pass $E_{k}(s)$. Note also that Theorem 8.5, part (3d), relation (i) also ensures that each $\hat{G}_{k}(s)$ will have McMillan degree $r_{1}+r_{2}+\ldots+r_{k}$. Finally taking $D_{0}=\hat{G}_{0}(s)$ which will be a constant and combining the steps gives the result.

Note that the construction of Theorem 8.12 immediately gives an approximation algorithm that will satisfy $\|G(s)-\hat{G}(s)\|_{\infty} \leq \sigma_{k+1}+\sigma_{k+2}+\ldots+\sigma_{N}$. This will not be an optimal Hankel norm approximation in general, but would involve less computation since the decomposition into $\hat{G}(s)=F(s)$ need not be done, and at each step a balanced realization of $\hat{G}_{k}(s)$ is given by ( $\hat{A}_{k}, \hat{B}_{k}, \hat{C}_{k}$ ) with a diagonal scaling.

An upper-bound on the $\mathcal{L}_{\infty}$ norm of $G(s)$ is now obtained as an immediate consequence of Theorem 8.12.

Corollary 8.13 Let $G(s)$ be a stable, rational $p \times m$, transfer function with Hankel singular values $\sigma_{1}>\sigma_{2}>\ldots>\sigma_{N}$, where each $\sigma_{i}$ has multiplicity $r_{i}$, and such that $G(\infty)=0$. Then
(1) $\|G(s)\|_{\infty} \leq 2\left(\sigma_{1}+\sigma_{2}+\ldots+\sigma_{N}\right)$
(2) there exists a constant $D_{0}$ such that

$$
\left\|G(s)-D_{0}\right\|_{\infty} \leq \sigma_{1}+\sigma_{2}+\ldots+\sigma_{N} .
$$

Proof. For $p=m$ consider the representation of $G(s)$ given by Theorem 8.12 then

$$
\begin{aligned}
\left\|G(s)-D_{0}\right\|_{\infty} & =\left\|\sigma_{1} E_{1}(s)+\sigma_{2} E_{2}(s)+\ldots+\sigma_{N} E_{N}(s)\right\|_{\infty} \\
& \leq \sigma_{1}+\sigma_{2}+\ldots+\sigma_{N}
\end{aligned}
$$

since $E_{k}(s)$ are all-pass. Further setting $s=\infty$, since $G(\infty)=0$, gives

$$
\begin{aligned}
\left\|D_{0}\right\| & \leq \sigma_{1}+\sigma_{2}+\ldots+\sigma_{N} \\
\Rightarrow\|G(s)\|_{\infty} & \leq 2\left(\sigma_{1}+\sigma_{2}+\ldots+\sigma_{N}\right) .
\end{aligned}
$$

8.4. $\mathcal{L}_{\infty}$ Bounds for Hankel Norm Approximation

For the case $p \neq m$ just augment $G(s)$ by zero rows or columns to make it square, but will have the same $\mathcal{L}_{\infty}$ norm, then the above argument gives upper bounds on the $\mathcal{L}_{\infty}$ norm of this augmented system.

Theorem 8.14 Given a stable, rational, $m \times m$, transfer function $G(s)$ with Hankel singular values $\sigma_{1} \geq \sigma_{2} \ldots \geq \sigma_{k}>\sigma_{k+1}=\sigma_{k+2} \ldots=\sigma_{k+r}>\sigma_{k+r+1} \geq \ldots \geq \sigma_{n}>0$ and let $\hat{G}(s) \in \mathcal{R} \mathcal{H}_{\infty}$ of McMillan degree $k$ be an optimal Hankel norm approximation to $G(s)$ obtained in Theorem 8.7, then there exists a $D_{0}$ such that

$$
\sigma_{k+1}(G) \leq\left\|G-\hat{G}-D_{0}\right\|_{\infty} \leq \sigma_{k+1}(G)+\sum_{i=1}^{n-k-r} \sigma_{i+k+r}(G)
$$

Proof. The theorem follows from Corollary 8.10 and Corollary 8.13.
It should be noted that if $\hat{G}$ is an optimal Hankel norm approximation of $G$ then $\hat{G}+D$ for any constant matrix $D$ is also an optimal Hankel norm approximation. Hence the constant term of $\hat{G}$ can not be determined from Hankel norm.

An appropriate constant term $D_{0}$ in Theorem 8.14 can be obtained in many ways. We shall mention three of them:

- Apply Corollary 8.13 to $G(s)-\hat{G}(s)$. This is usually complicated since $(G(s)-\hat{G}(s))$ in general has McMillan degree of $n+k$.
- An alternative is to use the unstable part of the optimal Hankel norm approximation in Theorem 8.7. Let $\hat{G}+F$ be obtained from Theorem 8.7, part (3) such that $F(s) \in \mathcal{R H}_{\infty}^{-}$has McMillan degree $\leq n-k-r$ then

$$
\left\|G-\hat{G}-D_{0}\right\|_{\infty} \leq\|G-\hat{G}-F\|_{\infty}+\left\|F-D_{0}\right\|_{\infty}=\sigma_{k+1}(G)+\left\|F-D_{0}\right\|_{\infty}
$$

Now Corollary 8.13 can be applied to $F(-s)$ to obtain a $D_{0}$ such that

$$
\left\|F-D_{0}\right\|_{\infty} \leq \sum_{i=1}^{n-k-r} \sigma_{i}(F(-s)) \leq \sum_{i=1}^{n-k-r} \sigma_{i+k+r}(G)
$$

since by Corollary 8.10,

$$
\sigma_{i}(F(-s)) \leq \sigma_{i+k+r}(G)
$$

for $i=1,2, \ldots, n-k-r$.

- $D_{0}$ can of course be obtained using any standard convex optimization algorithm:

$$
D_{0}=\arg \min _{D_{0}}\left\|G-\hat{G}-D_{0}\right\|_{\infty}
$$

Note that Theorem 8.14 can also be applied to non-square systems. For example, consider a stable, rational, $p \times m(p<m)$, transfer function $G(s)$. Let $G_{a}=\left[\begin{array}{c}G \\ 0\end{array}\right]$ be an augmented square transfer function and let $\hat{G}_{a}=\left[\begin{array}{c}\hat{G} \\ \hat{G}_{2}\end{array}\right]$ be the optimal Hankel norm approximation of $G_{a}$ such that

$$
\sigma_{k+1}\left(G_{a}\right) \leq\left\|G_{a}-\hat{G}_{a}-D_{a}\right\|_{\infty} \leq \sigma_{k \cdot 1}\left(G_{a}\right)+\sum_{i=1}^{n-k-r} \sigma_{i+k+r}\left(G_{a}\right)
$$

with $D_{a}=\left[\begin{array}{l}D_{0} \\ D_{2}\end{array}\right]$. Then

$$
\sigma_{k+1}(G) \leq\left\|G-\hat{G}-D_{0}\right\|_{\infty} \leq \sigma_{k+1}(G)+\sum_{i=1}^{n-k-r} \sigma_{i+k+r}(G)
$$

since $\sigma_{i}(G)=\sigma_{i}\left(G_{a}\right)$ and $\left\|G-\hat{G}-D_{0}\right\|_{\infty} \leq\left\|C_{1, a}-\hat{G}_{a}-D_{a}\right\|_{\infty}$.
A less tight error bound can be obtained without computing the appropriate $D_{0}$.
Corollary 8.15 Given a stable, rational, $m \times m$. strictly proper transfer function $G(s)$, with Hankel singular values $\sigma_{1} \geq \sigma_{2} \ldots \geq \sigma_{k}>\sigma_{k+1}=\sigma_{k+2} \ldots=\sigma_{k+r}>\sigma_{k+r+1} \geq$ $\ldots \geq \sigma_{n}>0$ and let $\hat{G}(s) \in \mathcal{R} \mathcal{H}_{\infty}$ of McMillan degree $k$ be a strictly proper optimal Hankel norm approximation to $G(s)$ obtained in Theorem 8.7, then

$$
\sigma_{k+1}(G) \leq\|G-\hat{G}\|_{\infty} \leq 2\left(\sigma_{k+1}(G)+\sum_{i=1}^{n-k-r} \sigma_{i+k+r}(G)\right)
$$

Proof. The result follows from Theorem 8.14.

### 8.5 Bounds for Balanced Truncation

Very similar techniques to those of Theorem 8.12 can be used to bound the error obtained by truncating a balanced realization. We will first need a lemma that gives a perhaps surprising relationship between a truncated balanced realization of degree ( $n-r_{N}$ ) and an optimal Hankel norm approximation of the same degree.

Lemma 8.16 Let $(A, B, C)$ be a balanced realv:ation of the stable, rational, $m \times m$ transfer function $G(s)$, and let

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right], \quad B=\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right], \quad C=\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]
$$

$$
\Sigma=\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & \sigma I
\end{array}\right]
$$

Let $(\hat{A}, \hat{B}, \hat{C}, \hat{D})$ be defined by equations (8.27) to (8.32) (where $\Sigma_{2}=\Sigma_{1}$ ) and define

$$
\begin{aligned}
G_{b} & :=\left[\begin{array}{c|c}
A_{11} & B_{1} \\
\hline C_{1} & 0
\end{array}\right] \\
G_{h} & :=\left[\begin{array}{c|c}
\hat{A} & \hat{B} \\
\hline \hat{C} & \hat{D}
\end{array}\right]
\end{aligned}
$$

then
(1) $\left(G_{b}(s)-G_{h}(s)\right) / \sigma$ is all-pass.
(2) $\left\|G(s)-G_{b}(s)\right\|_{\infty} \leq 2 \sigma$.
(3) If $\Sigma_{1}>\sigma I$ then $\left\|G(s)-G_{b}(s)\right\|_{H} \leq 2 \sigma$.

Proof. (1) In order to prove that $\left(G_{b}(s)-G_{h}(s)\right) / \sigma$ is all-pass we note that

$$
G_{b}(s)-G_{h}(s)=\left[\begin{array}{c|c}
\tilde{A} & \tilde{B} \\
\hline \tilde{C} & \tilde{D}
\end{array}\right]
$$

where

$$
\tilde{A}=\left[\begin{array}{cc}
A_{11} & 0 \\
0 & \hat{A}
\end{array}\right], \quad \tilde{B}=\left[\begin{array}{c}
B_{1} \\
\hat{B}
\end{array}\right], \quad \tilde{C}=\left[\begin{array}{ll}
C_{1} & -\hat{C}
\end{array}\right], \quad \tilde{D}=-\hat{D} .
$$

Now Theorem 8.5, part (1) gives that the solutions to Lyapunov equations

$$
\begin{align*}
\tilde{A} \tilde{P}+\tilde{P} \tilde{A}^{*}+\tilde{B} \tilde{B}^{*} & =0  \tag{8.72}\\
\tilde{A}^{*} \tilde{Q}+\tilde{Q} \tilde{A}+\tilde{C}^{*} \tilde{C} & =0 \tag{8.73}
\end{align*}
$$

are

$$
\tilde{P}=\left[\begin{array}{cc}
\Sigma_{1} & I  \tag{8.74}\\
I & \Sigma_{1} \Gamma^{-1}
\end{array}\right], \quad \tilde{Q}=\left[\begin{array}{cc}
\Sigma_{1} & -\Gamma \\
-\Gamma & \Sigma_{1} \Gamma
\end{array}\right]
$$

(This is verified by noting that the blocks of equations (8.72) and (8.73) are also blocks of equations (8.34) and (8.35) for $P_{e}$ and $Q_{e}$.) Hence $\tilde{P} \tilde{Q}=\sigma^{2} I$ and by Theorem 8.4 there exists $\tilde{D}$ such that $\left(G_{b}(s)-G_{h}(s)\right) / \sigma$ is all-pass. That $\tilde{D}=-\hat{D}$ is an appropriate choice is verified from equations (8.54) to (8.56) and Theorem 8.4, part (2).
(2) $\left(G(s)-G_{b}(s)\right) / \sigma=\left(G(s)-G_{h}(s)\right) / \sigma+\left(G_{b}(s)-G_{h}(s)\right) / \sigma$ but the first term on the right hand side is all-pass by Theorem 8.5 , part (2) and the second term is all-pass by part (1) above. Hence $\left\|G(s)-G_{b}(s)\right\|_{\infty} \leq 2 \sigma$.
(3) Similarly using the fact that all-pass functions have unity Hankel norms gives that

$$
\left\|G(s)-G_{b}(s)\right\|_{H} \leq\left\|G(s)-G_{h}(s)\right\|_{H}+\left\|G_{b}(s)-G_{h}(s)\right\|_{H}=2 \sigma
$$

(Note that $G_{h}(s)$ is stable if $\Sigma_{1}>\sigma I$.)

Given the results of Lemma 8.16 bounds on the error in a truncated balanced realization are easily proved as follows.

Theorem 8.17 Let $G(s)$ be a stable, rational, $p \times m$, transfer function with Hankel singular values $\sigma_{1}>\sigma_{2} \ldots>\sigma_{N}$, where each $\sigma_{i}$ has multiplicity $r_{i}$ and let $\tilde{G}_{k}(s)$ be obtained by truncating the balanced realization of $G(s)$ to the first $\left(r_{1}+r_{2}+\ldots+r_{k}\right)$ states. Then
(1) $\left\|G(s)-\tilde{G}_{k}(s)\right\|_{\infty} \leq 2\left(\sigma_{k+1}+\sigma_{k+2}+\ldots+\sigma_{N}\right)$.
(2) $\left\|G(s)-\tilde{G}_{k}(s)\right\|_{H} \leq 2\left(\sigma_{k+1}+\sigma_{k+2}+\ldots+\sigma_{N}\right)$.

Proof. If $p \neq m$ then augmenting $B$ or $C$ by zero columns or rows, respectively, will still give a balanced realization and the same argument is valid. Hence assume $p=m$. Notice that since truncation of balanced realization are also balanced, satisfying the truncated Lyapunov equations, the Hankel singular values of $\tilde{G}_{i}(s)$ will be $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{i}$ with multiplicities $r_{1}, r_{2}, \ldots, r_{i}$, respectively. Aloo $\tilde{G}_{i}(s)$ can be obtained by truncating the balanced realization of $\tilde{G}_{i+1}(s)$ and hence $\left\|\sigma_{i+1}(s)-\tilde{G}_{i}(s)\right\| \leq 2 \sigma_{i+1}$ for both $\mathcal{L}_{\infty}$ and Hankel norms. Hence $\left(G_{N}(s):=G(s)\right)$

$$
\left\|G(s)-\tilde{G}_{k}(s)\right\|=\left\|\sum_{i=k}^{N-1}\left(\tilde{G}_{i+1}(s)-\tilde{G}_{i}(s)\right)\right\| \leq 2\left(\sigma_{k+1}+\sigma_{k+2}+\ldots+\sigma_{N}\right)
$$

for both norms, and the proof is complete.

### 8.6 Toeplitz Operators

In this section, we consider another operator. Again let $G(s) \in \mathcal{L}_{\infty}$. Then a Toeplitz operator associated with $G$ is denoted by $T_{G}$ and is defined as

$$
\begin{gathered}
T_{G}: \mathcal{H}_{2} \longmapsto \mathcal{H}_{2} \\
T_{G} f:=\left(P_{+} M_{G}\right) f=P_{+}(G f), \quad \text { for } f \in \mathcal{H}_{2}
\end{gathered}
$$

i.e., $T_{G}=\left.P_{+} M_{G}\right|_{\mathcal{H}_{2}}$. In particular if $G(s) \in \mathcal{H}_{\infty}$, then $T_{G}=\left.M_{G}\right|_{\mathcal{H}_{2}}$.


Analogous to the Hankel operator, there is also a corresponding time domain description for the Toeplitz operator:

$$
\begin{gathered}
T_{g}: \mathcal{L}_{2}[0, \infty) \longmapsto \mathcal{L}_{2}[0, \infty) \\
T_{g} f:=P_{+}(g * f)=\int_{0}^{\infty} g(t-\tau) f(\tau) d \tau, \quad t \geq 0
\end{gathered}
$$

for $f(t) \in \mathcal{L}_{2}[0, \infty)$.
It is seen that the multiplication operator (in frequency domain) or the convolution operator (in time domain) plays an important role in the development of the Hankel and Toeplitz operators. In fact, a multiplication operator can be decomposed as several Hankel and Toeplitz operators: let $\mathcal{L}_{2}=\mathcal{H}_{2}^{\perp} \oplus \mathcal{H}_{2}$ and $G \in \mathcal{L}_{\infty}$. Then the multiplication operator associated with $G$ can be written as

$$
\begin{gathered}
M_{G}: \mathcal{H}_{2}^{1} \oplus \mathcal{H}_{2} \longmapsto \mathcal{H}_{2}^{\perp} \oplus \mathcal{H}_{2} \\
M_{G}=\left[\begin{array}{cc}
\left.P_{-} M_{G}\right|_{\mathcal{H}_{2}^{1}} & \left.P_{-} M_{G}\right|_{\mathcal{H}_{2}} \\
\left.P_{+} M_{G}\right|_{\mathcal{H}_{2}^{1}} & P_{+} M_{G} \mid \mathcal{H}_{2}
\end{array}\right]=\left[\begin{array}{cc}
\left.P_{-} M_{G}\right|_{\mathcal{H}_{2}^{1}} & \Gamma_{G \sim}^{*} \\
\Gamma_{G} & T_{G}
\end{array}\right] .
\end{gathered}
$$

Note that $\left.P_{-} M_{G}\right|_{\mathcal{H}_{2}^{1}}$ is actually a Toeplitz operator; however, we will not discuss it further here. A fact worth mentioning is that if $G$ is causal, i.e., $G \in \mathcal{H}_{\infty}$, then $\Gamma_{G \sim}^{*}=0$ and $M_{G}$ is a lower block triangular operator. In fact, it can be shown that $G$ is causal if and only if $\Gamma_{G \sim}^{*}=0$, i.e., the future input does not affect the past output. This is yet another characterization of causality.

### 8.7 Hankel and Toeplitz Operators on the Disk*

It is sometimes more convenient and insightful to study operators on the disk. From the control system point of view, some operators are much easier to interpret and compute in discrete time. The objective of this section is to examine the Hankel and Toeplitz operators in discrete time (i.e., on the disk) and, hopefully, to give the readers some intuitive ideas about these operators since they are very important in the $\mathcal{H}_{\infty}$ control theory. To start with, it is necessary to introduce some function spaces in respect to a unit disk.

Let $\mathbb{D}$ denote the unit disk :

$$
\mathbb{D}:=\{\lambda \in \mathbb{C}:|\lambda|<1\}
$$

and let $\overline{\mathbb{D}}$ and $\partial \mathbb{D}$ denote its closure and boundary, respectively:

$$
\begin{aligned}
\overline{\mathbb{D}} & :=\{\lambda \in \mathbb{C}:|\lambda| \leq 1\} \\
\partial \mathbb{D} & :=\{\lambda \in \mathbb{C}: \quad \lambda \mid=1\} .
\end{aligned}
$$

Let $\mathcal{L}_{2}(\partial \mathbb{D})$ denote the Hilbert space of matrix valued functions defined on the unit circle $\partial \mathbb{D}$ as

$$
\mathcal{L}_{2}(\partial \mathbb{D})=\left\{F(\lambda): \frac{1}{2 \pi} \int_{0}^{2 \pi} \operatorname{Trace}\left[F^{*}\left(e^{j \theta}\right) F\left(e^{j \theta}\right)\right] d \theta<\infty\right\}
$$

with inner product

$$
\langle F, G\rangle:=\frac{1}{2 \pi} \int_{0}^{2 \pi} \operatorname{Trace}\left[F^{*}\left(e^{j \theta}\right) G\left(e^{j \theta}\right)\right] d \theta
$$

Furthermore, let $\mathcal{H}_{2}(\partial \mathbb{D})$ be the (closed) subspare of $\mathcal{L}_{2}(\partial \mathbb{D})$ with matrix functions $F(\lambda)$ analytic in $\mathbb{D}$, i.e.,

$$
\mathcal{H}_{2}(\partial \mathbb{D})=\left\{F(\lambda) \in \mathcal{L}_{2}(\partial \mathbb{D}): \frac{1}{2 \pi} \int_{0}^{2 \pi} F\left(\epsilon^{j \theta}\right) e^{j n \theta} d \theta=0, \quad \text { for all } n>0\right\}
$$

and let $\mathcal{H}_{2}^{\perp}(\partial \mathbb{D})$ be the (closed) subspace of $\mathcal{L}_{2}(\partial \mathbb{D})$ with matrix functions $F(\lambda)$ analytic in $\mathbb{C} \backslash \overline{\mathbb{D}}$.

It can be shown that the Fourier transform (or bilateral $\mathcal{Z}$ transform) gives the following isometric isomorphism:

$$
\begin{aligned}
\mathcal{L}_{2}(\partial \mathbb{D}) & \cong l_{2}(-\infty, \infty) \\
\mathcal{H}_{2}(\partial \mathbb{D}) & \cong l_{2}(0, \infty) \\
\mathcal{H}_{2}^{\perp}(\partial \mathbb{D}) & \cong l_{2}(-\infty, 0)
\end{aligned}
$$

Remark 8.3 It should be kept in mind that, in contrast to the variable $z$ in the standard $Z$-transform, $\lambda$ here denotes $\lambda=z^{-1}$.

Analogous to the space in the half plane, $L_{\infty}(\partial \mathbb{D})$ is used to denote the Banach space of essentially bounded matrix functions with norm

$$
\|F\|_{\infty}=\underset{\theta \in[0,2 \pi]}{\operatorname{ess} \sup ^{\sigma}} \bar{\sigma}\left[F\left(e^{j \theta}\right)\right] .
$$

The Hardy space $\mathcal{H}_{\infty}(\partial \mathbb{D})$ is the closed subspace of $\mathcal{L}_{\infty}(\partial \mathbb{D})$ with functions analytic in $\mathbb{D}$ and is defined as

$$
\mathcal{H}_{\infty}(\partial \mathbb{D})=\left\{F(\lambda) \in \mathcal{L}_{\infty}(\partial \mathbb{D}): \int_{0}^{2 \pi} F\left(\epsilon^{j \theta}\right) e^{j n \theta} d \theta=0, \quad \text { for all } n>0\right\}
$$

The $\mathcal{H}_{\infty}$ norm is defined as

$$
\|F\|_{\infty}:=\sup _{\lambda \in \mathbb{D}} \bar{\sigma}[F(\lambda)]=\sup _{\theta \in[0,2 \pi]} \bar{\sigma}\left[F\left(e^{j \theta}\right)\right]
$$

It is easy to see that $\mathcal{L}_{\infty}(\partial \mathbb{D}) \subset \mathcal{L}_{2}(\partial \mathbb{D})$ and $\mathcal{H}_{\infty}(\partial \mathbb{D}) \subset \mathcal{H}_{2}(\partial \mathbb{D})$. (However, it should be pointed out that these inclusions are not true for functions in the half planes or for continuous time functions.)

Example 8.4 Let $F(\lambda) \in \mathcal{L}_{2}(\partial \mathbb{D})$, and let $F(\lambda)$ have a power series representation as follows:

$$
F(\lambda)=\sum_{i=-\infty}^{\infty} F_{i} \lambda^{i}
$$

Then $F(\lambda) \in \mathcal{H}_{2}(\partial \mathbb{D})$ if and only if $F_{i}=0$ for all $i<0$ and $F(\lambda) \in \mathcal{H}_{2}^{\perp}(\partial \mathbb{D})$ if and only if $F_{i}=0$ for all $i \geq 0$.

Now let $P_{\text {_. }}$ and $P_{+}$denote the orthogonal projections:

$$
\begin{gathered}
P_{+}: l_{2}(-\infty, \infty) \longmapsto l_{2}[0, \infty) \text { or } \mathcal{L}_{2}(\partial \mathbb{D}) \longmapsto \mathcal{H}_{2}(\partial \mathbb{D}) \\
P_{-}: l_{2}(-\infty, \infty) \longmapsto l_{2}(-\infty, 0) \text { or } \mathcal{L}_{2}(\partial \mathbb{D}) \longmapsto \mathcal{H}_{2}^{\perp}(\partial \mathbb{D}) .
\end{gathered}
$$

Suppose $G_{d}(\lambda) \in \mathcal{L}_{\infty}(\partial \mathbb{D})$. Then the Hankel operator associated with $G_{d}(\lambda)$ is defined as

$$
\begin{gathered}
\Gamma_{G_{d}}: l_{2}(-\infty, 0) \longmapsto l_{2}[0, \infty) \text { or } \mathcal{H}_{2}^{\perp}(\partial \mathbb{D}) \longmapsto \mathcal{H}_{2}(\partial \mathbb{D}) \\
\Gamma_{G_{d}}=\left.P_{+} M_{G_{d}}\right|_{\mathcal{H}_{2}^{\perp}(\partial \mathbb{D})} .
\end{gathered}
$$

Similarly, a Toeplitz operator associated with $G_{d}(\lambda)$ is defined as

$$
\begin{gathered}
T_{G_{d}}: l_{2}[0, \infty) \longmapsto l_{2}[0, \infty) \text { or } \mathcal{H}_{2}(\partial \mathbb{D}) \longmapsto \mathcal{H}_{2}(\partial \mathbb{D}) \\
T_{G_{d}}=\left.P_{+} M_{G_{d}}\right|_{\mathcal{H}_{2}(\partial \mathrm{D})}
\end{gathered}
$$

Now let $G_{d}(\lambda)=\sum_{i=-\infty}^{\infty} G_{i} \lambda^{i} \in \mathcal{L}_{\infty}(\partial \mathbb{D})$ be a linear system transfer matrix, $u(\lambda)=\sum_{i=-\infty}^{\infty} u_{i} \lambda^{i} \in \mathcal{L}_{2}(\partial \mathbb{D})$ be the system input in the frequency domain, and $u_{i}$ be the input at time $t=i$. Then the system output in the frequency domain is given by

$$
y(\lambda)=G_{d}(\lambda) u(\lambda)=\sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} G_{i} u_{j} \lambda^{i+j}=: \sum_{i=-\infty}^{\infty} y_{i} \lambda^{i}
$$

where $y_{i}$ is the system time response at time $t=: i$, and consequently, we have

$$
\left[\begin{array}{c}
\bullet  \tag{8.75}\\
\bullet \\
y_{2} \\
y_{1} \\
y_{0} \\
\hdashline y_{-1} \\
y_{-2} \\
y_{-3} \\
\bullet \\
\bullet
\end{array}\right]=\left[\begin{array}{ccccc:ccccc}
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & G_{0} & G_{1} & G_{2} & G_{3} & G_{4} & G_{5} & \bullet & \bullet \\
\bullet & \bullet & G_{-1} & G_{0} & G_{1} & G_{2} & G_{3} & G_{4} & \bullet & \bullet \\
\bullet \bullet & \bullet & G_{-2} & G_{-1} & G_{0} & G_{1} & G_{2} & G_{3} & \bullet & \bullet \\
\hdashline \bullet & G_{-3}^{-} & G_{-2}^{-} & G_{-1} & G_{0} & G_{1} & G_{2}^{-} & \bullet & \bullet \\
\bullet & \bullet & G_{-4} & G_{-3} & G_{-2} & G_{-1} & G_{0} & G_{1} & \bullet & \bullet \\
\bullet & \bullet & G_{-5} & G_{-4} & G_{-3} & G_{-2} & G_{-1} & G_{0} & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet
\end{array}\right]\left[\begin{array}{c}
\bullet \\
\bullet \\
u_{2} \\
u_{1} \\
u_{0} \\
\hdashline u_{-1}^{-1} \\
u_{-2} \\
u_{-3} \\
\bullet
\end{array}\right] .
$$

Equation (8.75) can be rewritten as

$$
\begin{gathered}
{\left[\begin{array}{c}
y_{0} \\
y_{1} \\
y_{2} \\
\bullet \\
\bullet \\
\hdashline y-1 \\
y-2 \\
y_{-3} \\
\bullet \\
\bullet
\end{array}\right]=\left[\begin{array}{ccccc:ccccc}
G_{0} & G_{-1} & G_{-2} & \bullet & \bullet & G_{1} & G_{2} & G_{3} & \bullet & \bullet \\
G_{1} & G_{0} & G_{-1} & \bullet & \bullet & G_{2} & G_{3} & G_{4} & \bullet & \bullet \\
G_{2} & G_{1} & G_{0} & \bullet & \bullet & G_{3} & G_{4} & G_{5} & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\hdashline G_{-1} & G_{-2} & G_{-3} & \bullet & \bullet & G_{0} & G_{1} & G_{2} & \bullet & \bullet \\
G_{-2} & G_{-3} & G_{-4} & \bullet & \bullet & G_{-1} & G_{0} & G_{1} & \bullet & \bullet \\
G_{-3} & G_{-4} & G_{-5} & \bullet & \bullet & G_{-2} & G_{-1} & G_{0} & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet
\end{array}\right]\left[\begin{array}{c}
u_{0} \\
u_{1} \\
u_{2} \\
\bullet \\
\bullet \\
\hdashline u_{-1} \\
u_{-2} \\
u_{-3} \\
\bullet \\
\bullet
\end{array}\right]} \\
\\
=\left[\begin{array}{lll}
u_{0} \\
u_{1} \\
u_{2} \\
\bullet \\
\bullet \\
\hdashline u_{-1} \\
u_{-2} \\
u_{-3} \\
\bullet \\
\bullet
\end{array}\right] .
\end{gathered}
$$

Matrices like $T_{1}$ and $T_{2}$ are called (block) Toeq litz matrices and matrices like $H_{1}$ and $H_{2}$ are called (block) Hankel matrices. In fact, $H_{1}$ is the matrix representation of the Hankel operator $\Gamma_{G_{d}}$ and $T_{1}$ is the matrix representation of the Toeplitz operator $T_{G_{d}}$, and so on. Thus these operator norms can be computed from the matrix norms of their corresponding matrix representations.

Lemma $8.18\left\|G_{d}(\lambda)\right\|_{\infty}=\left\|\left[\begin{array}{cc}T_{1} & H_{1} \\ H_{2} & T_{2}\end{array}\right]\right\|,\left\|\mathrm{I}_{G_{d}}\right\|=\left\|H_{1}\right\|$, and $\left\|T_{G_{d}}\right\|=\left\|T_{1}\right\|$.

Example 8.5 Let $G_{d}(\lambda) \in \mathcal{R} \mathcal{H}_{\infty}(\partial \mathbb{D})$ and $G_{d}(\lambda)=C\left(\lambda^{-1} I-A\right)^{-1} B+D$ be a state space realization of $G_{d}(\lambda)$ and let $A$ have all the eigenvalues in $\mathbb{D}$. Then

$$
G_{d}(\lambda)=D+\sum_{i=0}^{\infty} \lambda^{i+1} C A^{i} B=\sum_{i=0}^{\infty} G_{i} \lambda^{i}
$$

with $G_{0}=D$ and $G_{i}=C A^{i-1} B, \forall i \geq 1$. The state space equations are given by

$$
\begin{aligned}
x_{k+1} & =A x_{k}+B u_{k}, \quad x_{-\infty}=0 \\
y_{k} & =C x_{k}+D u_{k}
\end{aligned}
$$

Then for $u \in l_{2}(-\infty, 0)$, we have $x_{0}=\sum_{i=1}^{\infty} A^{i-1} B u_{-i}$, which defines the controllability operator

$$
x_{0}=\Psi_{c} u=\left[\begin{array}{llll}
B & A B & A^{2} B & \cdots
\end{array}\right]\left[\begin{array}{c}
u_{-1} \\
u_{-2} \\
u_{-3} \\
\vdots
\end{array}\right] \in \mathbb{R}^{n}
$$

On the other hand, given $x_{0}$ and $u_{k}=0, i \geq 0, x \in \mathbb{R}^{n}$, the output can be computed as

$$
\Psi_{o} x_{0}=\left[\begin{array}{c}
y_{0} \\
y_{1} \\
y_{2} \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
C \\
C A \\
C A^{2} \\
\vdots
\end{array}\right] x_{0} \in l_{2}[0, \infty)
$$

which defines the observability operator. Of course, the adjoint operators of $\Psi_{c}$ and $\Psi_{o}$ can be computed easily as

$$
\Psi_{c}^{*} x_{0}=\left[\begin{array}{c}
B^{*} \\
B^{*} A^{*} \\
B^{*}\left(A^{*}\right)^{2} \\
\vdots
\end{array}\right] x_{0} \in l_{2}(-\infty, 0)
$$

and

$$
\Psi_{o}^{*} y=\left[\begin{array}{llll}
C^{*} & A^{*} C^{*} & \left(A^{*}\right)^{2} C^{*} & \cdots
\end{array}\right]\left[\begin{array}{c}
y_{0} \\
y_{1} \\
y_{2} \\
\vdots
\end{array}\right] \in \mathbb{R}^{n}
$$

Hence, the Hankel operator has the following matrix representation:

$$
H=\left[\begin{array}{c}
C \\
C A \\
C A^{2} \\
\vdots
\end{array}\right]\left[\begin{array}{llll}
B & A B & A^{2} B & \cdots
\end{array}\right]=\left[\begin{array}{cccc}
G_{1} & G_{2} & G_{3} & \cdots \\
G_{2} & G_{3} & G_{4} & \cdots \\
G_{3} & G_{4} & G_{5} & \cdots \\
\vdots & \vdots & \vdots & \vdots
\end{array}\right]
$$

It is interesting to establish some connections. between a Hankel operator defined on the unit disk and the one defined on the half pline. First define the map as

$$
\begin{equation*}
\lambda=\frac{s-1}{s+1}, \quad s=\frac{1+\lambda}{1-\lambda} \tag{8.76}
\end{equation*}
$$

which maps the closed right-half plane $\operatorname{Re}(s) \geq 3$ onto the closed unit disk, $\overline{\mathbb{D}}$.
Suppose $G(s) \in \mathcal{H}_{\infty}(j \mathbb{R})$ and define

$$
\begin{equation*}
G_{d}(\lambda):=\left.G(s)\right|_{:=\frac{1+\lambda}{1-\lambda}} . \tag{8.77}
\end{equation*}
$$

Since $G(s)$ is analytic in $\operatorname{Re}(s)>0$, including the point at $\infty, G_{d}(\lambda)$ is analytic in $\mathbb{D}$, i.e., $G_{d}(\lambda) \in \mathcal{H}_{\infty}(\partial \mathbb{D})$.

Lemma $8.19\left\|\Gamma_{G(s)}\right\|=\left\|\Gamma_{G_{d}(\lambda)}\right\|$.
Proof. Define the function $\phi(s)=\frac{\sqrt{2}}{s+1}$. The relation between a point $j \omega$ on the imaginary axis and the corresponding point $e^{j \theta}$ on the unit circle is, from (8.76),

$$
e^{j \theta}=\frac{j \omega-1}{j \omega+1}
$$

This yields

$$
d \theta=-\frac{2}{\omega^{2}+1} d \omega=\cdots|\phi(j \omega)|^{2} d \omega
$$

which implies that the mapping

$$
\left.f_{d}(\lambda) \longmapsto \phi(s) f(s): \mathcal{H}_{2}!\partial \mathbb{D}\right) \longmapsto \mathcal{H}_{2}(j \mathbb{R})
$$

where $f(s)=\left.f_{d}(\lambda)\right|_{\lambda=\frac{s-1}{s+1}}$ is an isomorphism. Similarly,

$$
f_{d}(\lambda) \longmapsto \phi(s) f(s): \mathcal{H}_{2}^{\perp}(\partial \mathbb{D}) \longmapsto \mathcal{H}_{2}^{\perp}(j \mathbb{R})
$$

is an isomorphism; note that if $f_{d}(\lambda) \in \mathcal{H}_{2}^{\perp}(\partial \mathbb{D})$, then $f_{d}(\infty)=0$ and $f(-1)=0$ so that -1 is not a pole of $\phi(s) f(s)$, i.e., $\phi(s) f(s)$ is analytic in $\operatorname{Re}(s)<0$.


The lemma now follows from the above commutative diagram.
The above isomorphism between $\mathcal{H}_{2}(\partial \mathbb{D})$ and $\mathcal{H}_{2}(j \mathbb{R})$ has also the implication that every discrete time $\mathcal{H}_{2}$ control problem can be converted to an equivalent continuous time $\mathcal{H}_{2}$ control problem. It should be emphasized that the bilinear transformation is not an isomorphism between $\mathcal{H}_{2}(\partial \mathbb{D})$ and $\mathcal{H}_{2}(j \mathbb{R})$.

### 8.8 Nehari's Theorem*

As we have mentioned at the beginning of this chapter, a Hankel operator is closely related to an analytic approximation problem. In this section, we shall be concerned with approximating $G$ by an anticausal transfer matrix, i.e., one analytic in $\operatorname{Re}(s)<0$ (or $|\lambda|>1$ ), where the approximation is with respect to the $\mathcal{L}_{\infty}$ norm. For convenience, let $\mathcal{H}_{\infty}^{-}(\partial \mathbb{D})$ denote the subspace of $\mathcal{L}_{\infty}(\partial \mathbb{D})$ with functions analytic in $|\lambda|>1$. So $G(\lambda) \in \mathcal{H}_{\infty}^{-}(\partial \mathbb{D})$ if and only if $G\left(\lambda^{-1}\right) \in \mathcal{H}_{\infty}(\partial \mathbb{D})$.

## Minimum Distance Problem

In the following, we shall establish that the distance in $\mathcal{L}_{\infty}$ from $G$ to the nearest matrix in $\mathcal{H}_{\infty}^{-}$equals $\left\|\Gamma_{G}\right\|$. This is the classical Nehari Theorem which was derived for state space $G(s)$ in continuous time in Corollary 8.8 where explicit constructions were given. Some applications will be considered in the later chapters.

Theorem 8.20 Suppose $G \in \mathcal{L}_{\infty}$, then

$$
\inf _{Q \in \mathcal{H}_{\infty}^{-}}\|G-Q\|_{\infty}=\left\|\Gamma_{G}\right\|
$$

and the infimum is achieved.
Remark 8.4 Note that from the mapping (8.76) and Lemma 8.19, the above theorem is the same whether the problem is on the unit disk or on the half plane. Hence, we will only give the proof on the unit disk.

Proof. We shall give the proof on the unit disk. First, it is easy to establish that the Hankel norm is the lower bound: for fixed $Q \in \mathcal{H}_{\infty}^{-}(\partial \mathbb{D})$, we have

$$
\begin{aligned}
\|G-Q\|_{\infty} & =\sup _{f \in \mathcal{H}_{2}^{\perp}(\partial \mathrm{D})} \frac{\|(G-Q) f\|_{2}}{\|f\|_{2}} \\
& \geq \sup _{f \in \mathcal{H}_{2}^{\perp}(\partial \mathrm{D})} \frac{\left\|P_{+}(G-Q) f\right\|_{2}}{\|f\|_{2}} \\
& =\sup _{f \in \mathcal{H}_{2}^{\perp}(\partial \mathrm{D})} \frac{\left\|P_{+} G f\right\|_{2}}{\|f\|_{2}} \\
& =\left\|\Gamma_{G}\right\|
\end{aligned}
$$

Next we shall construct a $Q(\lambda) \in \mathcal{H}_{\infty}^{-}(\partial \mathbb{D})$ such that

$$
\begin{equation*}
\|G-Q\|_{\infty}=\left\|\Gamma_{G}\right\| \tag{8.78}
\end{equation*}
$$

Let the power series expansion of $G(\lambda)$ and $Q(\lambda)$ be

$$
\begin{aligned}
& G(\lambda)=\sum_{i=-\infty}^{\infty} \lambda^{i} G_{i} \\
& Q(\lambda)=\sum_{i=-\infty}^{0} \lambda^{i} Q_{i}
\end{aligned}
$$

The left-hand side of (8.78) equals the norm of the operator

$$
f \longmapsto(G(\lambda)-Q(\lambda)) f(\lambda): \mathcal{H}_{2}^{\perp}(\partial \mathbb{D}) \longmapsto \mathcal{L}_{2}(\partial \mathbb{D}) .
$$

From the discussion of the last section, there is a matrix representation of this operator:

$$
\left[\begin{array}{ccccc}
\bullet & \bullet & \bullet & \bullet & \bullet  \tag{8.79}\\
\bullet & \bullet & \bullet & \bullet & \bullet \\
G_{3} & G_{4} & G_{5} & \bullet & \bullet \\
G_{2} & G_{3} & G_{4} & \bullet & \bullet \\
G_{1} & G_{2} & G_{3} & \bullet & \bullet \\
G_{0}-Q_{0} & G_{1} & G_{2} & \bullet & \bullet \\
G_{-1}-Q_{-1} & G_{0}-Q_{0} & G_{1} & \bullet & \bullet \\
G_{-2}-Q_{-2} & G_{-1}-Q_{-1} & G_{0}-Q_{0} & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet
\end{array}\right]
$$

The idea in the construction of a $Q$ to satisfy (8.78) is to select $Q_{0}, Q_{-1}, \ldots$, in turn to minimize the matrix norm of (8.79). First choose $Q_{0}$ to minimize

$$
\left\|\left[\begin{array}{c:cccc}
\bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet \\
G_{3} & G_{4} & G_{5} & \bullet & \bullet \\
G_{2} & G_{3} & G_{4} & \bullet & \bullet \\
G_{1} & G_{2} & G_{3} & \bullet & \bullet \\
\hdashline G_{0}-Q_{0} & G_{1} & G_{2} & \bullet & \bullet
\end{array}\right]\right\| .
$$

By Parrott's Theorem (i.e., matrix dilation theory presented in Chapter 2), the minimum equals the norm of the following matrix

$$
\left[\begin{array}{ccccc}
\bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet \\
G_{3} & G_{4} & G_{5} & \bullet & \bullet \\
G_{2} & G_{3} & G_{4} & \bullet & \bullet \\
G_{1} & G_{2} & G_{3} & \bullet & \bullet
\end{array}\right]
$$

which is the rotated Hankel matrix $H_{1}$. Hence, the minimum equals the Hankel norm $\left\|\Gamma_{G}\right\|$. Next, choose $Q_{-1}$ to minimize

$$
\left\|\left[\begin{array}{c:cccc}
\bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet \\
G_{3} & G_{4} & G_{5} & \bullet & \bullet \\
G_{2} & G_{3} & G_{4} & \bullet & \bullet \\
G_{1} & G_{2} & G_{3} & \bullet & \bullet \\
G_{0}-Q_{0} & G_{1} & G_{2} & \bullet & \bullet \\
\hdashline G_{-1}-Q_{-1} & G_{0}-Q_{0} & G_{1} & \bullet & \bullet
\end{array}\right]\right\|
$$

Again, the minimum equals $\left\|\Gamma_{G}\right\|$. Continuing in this way gives a suitable $Q$.
As we have mentioned earlier we might be interested in approximating an $\mathcal{L}_{\infty}$ function by an $\mathcal{H}_{\infty}$ function. Then we have the following corollary.
Corollary 8.21 Suppose $G \in \mathcal{L}_{\infty}$ and let $\hat{\Gamma}_{G}=\Gamma_{G^{\sim}}^{*}$ (defined in Remark 8.2), then

$$
\inf _{Q \in \mathcal{H}_{\infty}}\|G-Q\|_{\infty}=\left\|\hat{\Gamma}_{G}\right\|
$$

and the infimum is achieved.
Proof. This follows from the fact that

$$
\inf _{Q \in \mathcal{H}_{\infty}}\|G-Q\|_{\infty}=\inf _{Q \sim \in \mathcal{H}_{\infty}^{-}}\left\|G^{\sim}-Q^{\sim}\right\|_{\infty}=\left\|\Gamma_{G^{\sim}}\right\|=\left\|\hat{\Gamma}_{G}\right\|
$$

Let $G \in \mathcal{R} \mathcal{H}_{\infty}$ and $g$ be the impulse response of $G$ and let $\sigma_{1}$ be the largest Hankel singular value of $G$, i.e., $\left\|\Gamma_{G}\right\|=\sigma_{1}$. Suppose $u \in \mathcal{L}_{2}(-\infty, 0]$ (or $l_{2}(-\infty, 0)$ ) and $v \in \mathcal{L}_{2}[0, \infty)$ (or $l_{2}[0, \infty)$ ) are the corresponding Schmidt pairs:

$$
\begin{aligned}
\Gamma_{g} u & =\sigma_{1} v \\
\Gamma_{g}^{*} v & =\sigma_{1} u
\end{aligned}
$$

Now denote the Laplace transform (or $Z$-transform) of $u$ and $v$ as $U \in \mathcal{R} \mathcal{H}_{2}^{\perp}$ and $V \in \mathcal{R} \mathcal{H}_{2}$.

Lemma 8.22 Let $G \in \mathcal{R} \mathcal{H}_{\infty}$ and $\sigma_{1}$ be the largest Hankel singular value of $G$. Then

$$
\inf _{Q \in \mathcal{H}_{\infty}^{-}}\|G-Q\|_{\infty}=\sigma_{1}
$$

and

$$
(G-Q) U=\sigma_{1} V
$$

Moreover, if $G$ is a scalar function, then $Q=G-\sigma_{1} V / U$ is the unique solution and $G-Q$ is all-pass.

Proof. Let $H:=(G-Q) U$ and note that $\Gamma_{G} U^{\prime} \in \mathcal{R} \mathcal{H}_{2}$ and $P_{+} H=P_{+}(G U)=\Gamma_{G} U$. Then

$$
\begin{aligned}
0 & \leq\left\|H-\Gamma_{G} U\right\|_{2}^{2} \\
& =\|H\|_{2}^{2}+\left\|\Gamma_{G} U\right\|_{2}^{2}-\left\langle H, \Gamma_{G} U\right\rangle-\left\langle\Gamma_{G} U, H\right\rangle \\
& =\|H\|_{2}^{2}+\left\|\Gamma_{G} U\right\|_{2}^{2}-\left\langle P_{+} H, \Gamma_{G} U\right\rangle-\left\langle\Gamma_{G} U, P_{+} H\right\rangle \\
& =\|H\|_{2}^{2}-\left\langle\Gamma_{G} U, \Gamma_{G} U\right\rangle \\
& =\|H\|_{2}^{2}-\left\langle U, \Gamma_{G}^{*} \Gamma_{G} U\right\rangle \\
& =\|H\|_{2}^{2}-\sigma_{1}^{2}\langle U, U\rangle \\
& =\|H\|_{2}^{2}-\sigma_{1}^{2}\|U\|_{2}^{2} \\
& \leq\|G-Q\|_{\infty}^{2}\|U\|_{2}^{2}-\sigma_{1}^{2}\|C\|_{2}^{2} \\
& =0
\end{aligned}
$$

Hence, $H=\Gamma_{G} U$, i.e., $(G-Q) U=\Gamma_{G} U=\sigma_{1} V$.
Now if $G$ is a scalar function, then $Q$ is uniquely determined and $Q=G-\sigma_{1} V / U$. We shall prove through explicit construction below that $V / U$ is an all-pass.

## Formulas for Continuous Time

Let $G(s) \in \mathcal{R} \mathcal{H}_{\infty}$ and let

$$
G(s)=\left[\begin{array}{c|c}
A & B \\
\hline C & 0
\end{array}\right]
$$

Let $L_{c}$ and $L_{o}$ be the corresponding controllability and observability Gramians:

$$
\begin{aligned}
& A L_{c}+L_{c} A^{*}+B B^{*}=0 \\
& A^{*} L_{o}+L_{o} A+C^{*} C=0
\end{aligned}
$$

And let $\sigma_{1}^{2}, \eta$ be the largest eigenvalue and the corresponding eigenvector of $L_{c} L_{o}$ :

$$
L_{\mathrm{c}} L_{o} \eta=\sigma_{1}^{2} \eta
$$

Define

$$
\xi:=\frac{1}{\sigma_{1}} L_{o^{\prime} /}
$$

Then

$$
\begin{aligned}
u & =\Psi_{c}^{*} \xi=B^{*} e^{-A^{*} \tau_{c}} \in \mathcal{L}_{2}(-\infty, 0] \\
v & =\Psi_{o} \eta=C e^{A t} \eta \in \mathcal{L}_{2}[0, \infty)
\end{aligned}
$$

are the Schmidt pair and

$$
\begin{aligned}
& U(s)=\left[\begin{array}{c|c}
-A^{*} & \xi \\
\hline-B^{*} & 0
\end{array}\right] \in \mathcal{R} \mathcal{H}_{2}^{\perp} \\
& V(s)=\left[\begin{array}{l|l}
A & \eta \\
\hline C & 0
\end{array}\right] \in \mathcal{R} \mathcal{H}_{2} .
\end{aligned}
$$

It is easy to show that if G is a scalar, then $U, V$ are scalar transfer functions and $U^{\sim} U=V^{\sim} V$. Hence, $V / U$ is an all-pass. The details are left as an exercise for the reader.

## Formulas for Discrete Time

Similarly, let $G$ be a discrete time transfer matrix and let

$$
G(X)=C\left(\lambda^{-1} I-A\right)^{-1} B\left[\begin{array}{c|c}
A & B \\
\hline C & 0
\end{array}\right],
$$

Let $L_{c}$ and $L_{o}$ be the corresponding controllability and observability Gramians:

$$
\begin{aligned}
& A L_{c} A^{*}-L_{c}+B B^{*}=0 \\
& A^{*} L_{o} A-L_{o}+C^{*} C=0
\end{aligned}
$$

And let $\sigma_{1}^{2}, \eta$ be the largest eigenvalue and a corresponding eigenvector of $L_{c} L_{o}$ :

$$
L_{c} L_{o} \eta=\sigma_{1}^{2} \eta .
$$

Define

$$
\xi:=\frac{1}{\sigma_{1}} L_{o} \eta .
$$

Then

$$
\begin{aligned}
& u=\Psi_{c}^{*} \xi=\left[\begin{array}{c}
B^{*} \\
B^{*} A^{*} \\
B^{*}\left(A^{*}\right)^{2} \\
\vdots
\end{array}\right] \xi \in l_{2}(-\infty, 0) \\
& v=\Psi_{o} \eta=\left[\begin{array}{c}
C \\
C A \\
C A^{2} \\
\vdots
\end{array}\right] \eta \in l_{2}[0, \infty)
\end{aligned}
$$

are the Schmidt pair and

$$
\begin{aligned}
& U(\lambda)=\sum_{i=1}^{\infty} B^{*}\left(A^{*}\right)^{i-1} \xi \lambda^{-i}=\left[\begin{array}{c|c}
A & B \\
\hline \xi^{*} & 0
\end{array}\right]^{\sim} \in \mathcal{R} \mathcal{H}_{2}^{\perp} \\
& V(X)=\sum_{i=0}^{\infty} C A^{i} \eta \lambda^{i}=\left[\begin{array}{c|c}
A & \eta \\
\hline C A & C \eta
\end{array}\right] \in \mathcal{R} \mathcal{H}_{2}
\end{aligned}
$$

where $\mathrm{W}(\mathrm{X})$ " := $W^{T}\left(\lambda^{-1}\right)$.
Alternatively, since the Hankel operator has a matrix representation $\mathbf{H}, \mathrm{u}$ and v can be obtained from a "singular value decomposition" (possibly infinite size): let

$$
\mathrm{G}(\mathrm{~A})=\sum_{i=1}^{\infty} G_{i} \lambda^{i}, \quad G_{i} \in \mathbb{R}^{p \times q}
$$

(in fact, $G_{i}=C A^{i-1} B$ if a state space realization of $G$ is available) and let

$$
\left.H=\begin{array}{cccccc}
G_{1} & G_{2} & G_{3} & \cdot & \cdot & \cdot \\
G_{2} & G_{3} & G_{4} & \cdot & \cdot \\
G_{3} & G_{4} & G_{5} & \cdot & \cdot & \cdot \\
\mathrm{i} & \vdots & \vdots & \vdots & & \vdots
\end{array}\right],
$$

Suppose H has a "singular value decomposition"

$$
\begin{aligned}
& \mathbf{H}=U \Sigma V^{*} \\
& \Sigma=\operatorname{diag}\left\{\sigma_{1}\right. \\
&\left.\sigma_{2}, \cdots\right\} \\
& U=\left[\begin{array}{llll}
u_{1} & u_{2} & \cdots
\end{array}\right] \\
& \mathrm{v}=\left[\begin{array}{llll}
v_{1} & v_{2} & \cdots
\end{array}\right]
\end{aligned}
$$

with $U^{*} U=U U^{*}=\mathbf{I}$ and $\mathbf{V} * \mathbf{V}=\mathbf{V} \mathbf{V} *=1$. Then

$$
u=u_{1}=\left[\begin{array}{c}
u_{11} \\
u_{12} \\
\vdots
\end{array}\right], v=v_{1}=\left[\begin{array}{c}
v_{11} \\
v_{12} \\
\vdots
\end{array}\right]
$$

where $u$ and $v$ are partitioned such that $u_{1 i} \in \mathbb{R}^{p}$ and $v_{1 i} \in \mathbb{R}^{q}$. Finally, $\mathbf{U}(\mathbf{X})$ and $\mathbf{V}(\mathbf{X})$ can be obtained as

$$
\begin{aligned}
& U(\lambda)=\sum_{i=1}^{\infty} u_{1 i} \lambda^{-i} \in \mathcal{R} \mathcal{H}_{2}^{\perp} \\
& V(\lambda)=\sum_{i=1}^{\infty} v_{1 i} \lambda^{i-1} \in \mathcal{R} \mathcal{H}_{2}
\end{aligned}
$$

In particular, if $G(X)$ is an $n$-th order matrix polynomial, then matrix $\mathbf{H}$ has only a finite number of nonzero elements and

$$
H=\left[H_{n} \underline{Q}\right.
$$

with

$$
H_{n}=\left|\begin{array}{ccccc}
G_{1} & G_{2} & \cdots & G_{n-1} & G_{n} \\
G_{2} & G_{3} & \cdots & G_{n} & 0 \\
G_{3} & G_{4} & \cdots & 0 & 0 \\
\vdots & \vdots & & & \\
G_{n} & 0 & \cdots & 0 & 0
\end{array}\right|
$$

Hence, u and v can be obtained from a standard SVD of $H_{n}$.

### 8.9 Notes and References

The study of the Hankel operators and of the optimal Hankel norm approximation theory can be found in Adamjan, Arov, and Krein [1978], Bettayeb, Silverman, and Safonov [1980], Kung and Lin [1981], Power [1982], Francis [1987], Kavranoğlu and Bettayeb [1994] and references therein. The presentation of this chapter is based on Francis [1987] and Glover [1984,1989].


## Model Uncertainty and Robustness

In this chapter we briefly describe various types of uncertainties which can arise in physical systems, and we single out "unstructured uncertainties" as generic errors which are associated with all design models. We obtain robust stability tests for systems under various model uncertainty assumptions through the use of the small gain theorem. And we also obtain some sufficient conditions for robust performance under unstructured uncertainties. The difficulty associated with MIMO robust performance design and the role of plant condition numbers for systems with skewed performance and uncertainty specifications are revealed. We show by examples that the classical gain margin and phase margin are insufficient indicators for the system robustness. A simple example is also used to indicate the fundamental difference between the robustness of an SISO system and that of an MIMO system. In particular, we show that applying the SISO analysis/design method to an MIMO system may lead to erroneous results.

### 9.1 Model Uncertainty

Most control designs are based on the use of a design model. The relationship between models and the reality they represent is subtle and complex. A mathematical model provides a map from inputs to responses. The quality of a model depends on how closely its responses match those of the true plant. Since no single fixed model can respond exactly like the true plant, we need, at the very least, a set of maps. However, the
modeling problem is much deeper - the universe of mathematical models from which a model set is chosen is distinct from the universe of' physical systems. Therefore, a model set which includes the true physical plant can never be constructed. It is necessary for the engineer to make a leap of faith regarding the applicability of a particular design based on a mathematical model. To be practical, a design technique must help make this leap small by accounting for the inevitable inadequacy of models. A good model should be simple enough to facilitate design, yet complex enough to give the engineer confidence that designs based on the model will work on the true plant.

The term uncertainty refers to the differences or errors between models and reality, and whatever mechanism is used to express these errors will be called a representation of uncertainty. Representations of uncertainty vary primarily in terms of the amount of structure they contain. This reflects both our knowledge of the physical mechanisms which cause differences between the model and the plant and our ability to represent these mechanisms in a way that facilitates convenient manipulation. For example, consider the problem of bounding the magnitude of the effect of some uncertainty on the output of a nominally fixed linear system. A useful measure of uncertainty in this context is to provide a bound on the power spectrum of the output's deviation from its nominal response. In the simplest case, this power spectrum is assumed to be independent of the input. This is equivalent to assuming that the uncertainty is generated by an additive noise signal with a bounded power spectrum; the uncertainty is represented as additive noise. Of course, no physical system is linear with additive noise, but some aspects of physical behavior are approximated quite well using this model. This type of uncertainty received a great deal of attention in the literature during the 1960's and 1970 's, and elegant solutions are obtained for many interesting problems, e.g., white noise propagation in linear systems, Wiener and Kalman filtering, and LQG optimal control. Unfortunately, LQG optimal control did not address uncertainty adequately and hence had less practical impact than might have been hoped.

Generally, the deviation's power spectrum of the true output from the nominal will depend significantly on the input. For example, an additive noise model is entirely inappropriate for capturing uncertainty arising from variations in the material properties of physical plants. The actual construction of model sets for more general uncertainty can be quite difficult. For example, a set membership statement for the parameters of an otherwise known FDLTI model is a highly-structured representation of uncertainty. It typically arises from the use of linear incremental models at various operating points, e.g., aerodynamic coefficients in flight control vary with flight environment and aircraft configurations, and equation coefficients in power plant control vary with aging, slag buildup, coal composition, etc. In each case, the amounts of variation and any known relationships between parameters can be expressed by confining the parameters to appropriately defined subsets of parameter space. However, for certain classes of signals (e.g., high frequency), the parameterized FDLTI model fails to describe the plant because the plant will always have dynamics which are not represented in the fixed order model.

In general, we are forced to use not just a $\sin _{;: \prime}$ le parameterized model but model sets
that allow for plant dynamics which are not explicitly represented in the model structure. A simple example of this involves using frequency-domain bounds on transfer functions to describe a model set. To use such sets to describe physical systems, the bounds must roughly grow with frequency. In particular, at sufficiently high frequencies, phase is completely unknown, i.e., $\pm 180^{\circ}$ uncertainties. This is a consequence of dynamic properties which inevitably occur in physical systems. This gives a less structured representation of uncertainty.

Examples of less-structured representations of uncertainty are direct set membership statements for the transfer function matrix of the model. For instance, the statement

$$
\begin{equation*}
P_{\Delta}(s)=P(s)+W_{1}(s) \Delta(s) W_{2}(s), \quad \bar{\sigma}[\Delta(j \omega)]<1, \quad \forall \omega \geq 0 \tag{9.1}
\end{equation*}
$$

where $W_{1}$ and $W_{2}$ are stable transfer matrices that characterize the spatial and frequency structure of the uncertainty, confines the matrix $P_{\Delta}$ to a neighborhood of the nominal model $P$. In particular, if $W_{1}=I$ and $W_{2}=w(s) I$ where $w(s)$ is a scalar function, then $P_{\Delta}$ describes a disk centered at $P$ with radius $w(j \omega)$ at each frequency as shown in Figure 9.1. The statement does not imply a mechanism or structure which gives rise to $\Delta$. The uncertainty may be caused by parameter changes, as mentioned above or by neglected dynamics or by a host of other unspecified effects. An alternative statement to (9.1) is the so-called multiplicative form:

$$
\begin{equation*}
P_{\Delta}(s)=\left(I+W_{1}(s) \Delta(s) W_{2}(s)\right) P(s) \tag{9.2}
\end{equation*}
$$

This statement confines $P_{\Delta}$ to a normalized neighborhood of the nominal model $P$. An advantage of (9.2) over (9.1) is that in (9.2) compensated transfer functions have the same uncertainty representation as the raw model (i.e., the weighting functions apply to $P K$ as well as $P$ ). Some other alternative set membership statements will be discussed later.


Figure 9.1: Nyquist Diagram of an Uncertain Model

The best choice of uncertainty representation for a specific FDLTI model depends, of course, on the errors the model makes. In practice, it is generally possible to represent
some of these errors in a highly-structured parameterized form. These are usually the low frequency error components. There are always remaining higher frequency errors, however, which cannot be covered this way. These are caused by such effects as infinite-dimensional electro-mechanical resonance, time delays, diffusion processes, etc. Fortunately, the less-structured representations. e.g., (9.1) or (9.2), are well suited to represent this latter class of errors. Consequently, (9.1) and (9.2) have become widely used "generic" uncertainty representations for FDLTI models. An important point is that the construction of the weighting matrices $W_{1}$ and $W_{2}$ for multivariable systems is not trivial.

Motivated from these observations, we will focus for the moment on the multiplicative description of uncertainty. We will assume that $P_{\Delta}$ in (9.2) remains a strictly proper FDLTI system for all $\Delta$. More general perturbations (e.g., time varying, infinite dimensional, nonlinear) can also be covered by this set provided they are given appropriate "conic sector" interpretations via Parseval's theorem. This connection is developed in [Safonov, 1980] and [Zames, 1966] and will not be pursued here.

When used to represent the various high frequency mechanisms mentioned above, the weighting functions in (9.2) commonly have the properties illustrated in Figure 9.2. They are small ( $\ll 1$ ) at low frequencies and increase to unity and above at higher frequencies. The growth with frequency inevitably occurs because phase uncertainties eventually exceed $\pm 180$ degrees and magnitude deviations eventually exceed the nominal transfer function magnitudes. Readers who are skeptical about this reality are encouraged to try a few experiments with physical devices.


Figure 9.2: Typical Behavior of Multiplicative Uncertainty: $p_{\delta}(s)=[1+w(s) \delta(s)] p(s)$
Also note that the representation of uncertainty in (9.2) can be used to include perturbation effects that are in fact certain. A nonlinear element, may be quite ac-
curately modeled, but because our design techniques cannot effectively deal with the nonlinearity, it is treated as a conic sector nonlinearity ${ }^{1}$. As another example, we may deliberately choose to ignore various known dynamic characteristics in order to achieve a simple nominal design model. This is the model reduction process discussed in the previous chapters.

The following terminologies are used in this book.
Definition 9.1 Given the description of an uncertainty model set $\boldsymbol{\Pi}$ and a set of performance objectives, suppose $P \in \Pi$ is the nominal design model and $K$ is the resulting controller. Then the closed-loop feedback system is said to have

Nominal Stability (NS): if $K$ internally stabilizes the nominal model $P$.
Robust Stability (RS): if $K$ internally stabilizes every plant belong to $\Pi$.
Nominal Performance (NP): if the performance objectives are satisfied for the nominal plant $P$.

Robust Performance (RP): if the performance objectives are satisfied for every plant belong to $\Pi$.

The nominal stability and performance can be easily checked using various standard techniques. The conditions for which the robust stability and robust performance are satisfied under various assumptions on the uncertainty set $\Pi$ will be considered in the following sections.

### 9.2 Small Gain Theorem

This section and the next section consider the stability test of a nominally stable system under unstructured perturbations. The basis for the robust stability criteria derived in the sequel is the so-called small gain theorem.

Consider the interconnected system shown in Figure 9.3 with $M(s)$ a stable $p \times q$ transfer matrix.


Figure 9.3: Small Gain Theorem

[^8]Theorem 9.1 (Small Gain Theorem) Suppose $M \in \mathcal{R} \mathcal{H}_{\infty}$ and let $\gamma>0$. Then the interconnected system shown in Figure 9.3 is well-posed and internally stable for all $\Delta(s) \in \mathcal{R} \mathcal{H}_{\infty}$ with
(a) $\|\Delta\|_{\infty} \leq 1 / \gamma$ if and only if $\|M(s)\|_{\infty}<\gamma$;
(b) $\|\Delta\|_{\infty}<1 / \gamma$ if and only if $\|M(s)\|_{\infty} \leq \gamma$.

Proof. We shall only prove part (a). The proof for part (b) is similar. Without loss of generality, assume $\gamma=1$.
(Sufficiency) It is clear that $M(s) \Delta(s)$ is stable since both $M(s)$ and $\Delta(s)$ are stable. Thus by Theorem 5.7 (or Corollary 5.6) the closed-loop system is stable if $\operatorname{det}(I-M \Delta$ ) has no zero in the closed right-half plane for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ and $\|\Delta\|_{\infty} \leq 1$. Equivalently, the closed-loop system is stable if

$$
\inf _{s \in \overline{\mathbb{C}}_{+}} \underline{\sigma}(I-M(s) \Delta(s)) \neq 0
$$

for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ and $\|\Delta\|_{\infty} \leq 1$. But this follows from

$$
\inf _{s \in \overline{\mathbb{C}}_{+}} \underline{\sigma}(I-M(s) \Delta(s)) \geq 1-\sup _{s \in \overline{\mathbb{C}}_{+}} \bar{\sigma}(M(s) \Delta(s))=1-\|M(s) \Delta(s)\|_{\infty} \geq 1-\|M(s)\|_{\infty}>0
$$

(Necessity) This will be shown by contradiction. Suppose $\|M\|_{\infty} \geq 1$. We will show that there exists a $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty} \leq 1$ such that $\operatorname{det}(I-M(s) \Delta(s))$ has a zero on the imaginary axis, so the system is unstable. Suppose $\omega_{0} \in \mathbb{R}_{+} \cup\{\infty\}$ is such that $\bar{\sigma}\left(M\left(j \omega_{0}\right)\right) \geq 1$. Let $M\left(j \omega_{0}\right)=U(j \omega) \Sigma\left(j \omega_{0}\right) V^{*}\left(j \omega_{0}\right)$ be a singular value decomposition with

$$
\begin{gathered}
U\left(j \omega_{0}\right)=\left[\begin{array}{llll}
u_{1} & u_{2} & \cdots & u_{p}
\end{array}\right] \\
V\left(j \omega_{0}\right)=\left[\begin{array}{llll}
v_{1} & v_{2} & \cdots & v_{q}
\end{array}\right] \\
\Sigma\left(j \omega_{0}\right)=\left[\begin{array}{lll}
\sigma_{1} & & \\
& \sigma_{2} & \\
& & \ddots
\end{array}\right]
\end{gathered}
$$

and $\|M\|_{\infty}=\bar{\sigma}\left(M\left(j \omega_{0}\right)\right)=\sigma_{1}$. To obtain a contradiction, it now suffices to construct a $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ such that $\Delta\left(j \omega_{0}\right)=\frac{1}{\sigma_{1}} v_{1} u_{1}^{*}$ and $\|\Delta\|_{\infty} \leq 1$. Indeed, for such $\Delta(s)$,

$$
\operatorname{det}\left(I-M\left(j \omega_{0}\right) \Delta\left(j \omega_{0}\right)\right)=\operatorname{det}\left(I-U \Sigma V^{*} v_{1} u_{1}^{*} / \sigma_{1}\right)=1-u_{1}^{*} U \Sigma V^{*} v_{1} / \sigma_{1}=0
$$

and thus the closed-loop system is either not well-posed (if $\omega_{0}=\infty$ ) or unstable (if $\omega \in \mathbb{R})$. There are two different cases:
(1) $\omega_{0}=0$ or $\infty$ : then $U$ and $V$ are real matrices. In this case, $\Delta(s)$ can be chosen as

$$
\Delta=\frac{1}{\sigma_{1}} v_{1} u_{1}^{*} \in \mathbb{R}^{q \times p}
$$

(2) $0<\omega_{0}<\infty$ : write $u_{1}$ and $v_{1}$ in the following form:

$$
u_{1}^{*}=\left[\begin{array}{llll}
u_{11} e^{j \theta_{1}} & u_{12} e^{j \theta_{2}} & \cdots & u_{1 p} e^{j \theta_{p}}
\end{array}\right], \quad v_{1}=\left[\begin{array}{c}
v_{11} e^{j \phi_{1}} \\
v_{12} e^{j \phi_{2}} \\
\vdots \\
v_{1 q} e^{j \phi_{q}}
\end{array}\right]
$$

where $u_{1 i} \in \mathbb{R}$ and $v_{1 j} \in \mathbb{R}$ are chosen so that $\theta_{i}, \phi_{j} \in[-\pi, 0)$ for all $i, j$.
Choose $\beta_{i} \geq 0$ and $\alpha_{j} \geq 0$ so that

$$
\angle\left(\frac{\beta_{i}-j \omega_{0}}{\beta_{i}+j \omega_{0}}\right)=\theta_{i}, \quad \angle\left(\frac{\alpha_{j}-j \omega_{0}}{\alpha_{j}+j \omega_{0}}\right)=\phi_{j}
$$

for $i=1,2, \ldots, p$ and $j=1,2, \ldots, q$. Let

$$
\Delta(s)=\frac{1}{\sigma_{1}}\left[\begin{array}{c}
v_{11} \frac{\alpha_{1}-s}{\alpha_{1}+s} \\
\vdots \\
v_{1 q} \frac{\alpha_{q}-s}{\alpha_{q}+s}
\end{array}\right]\left[\begin{array}{lll}
u_{11} \frac{\beta_{1}-s}{\beta_{1}+s} & \cdots & u_{1 p} \frac{\beta_{r}-s}{\beta_{r}+s}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

Then $\|\Delta\|_{\infty}=1 / \sigma_{1} \leq 1$ and $\Delta\left(j \omega_{0}\right)=\frac{1}{\sigma_{1}} v_{1} u_{1}^{*}$.

The theorem still holds even if $\Delta$ and $M$ are infinite dimensional. This is summarized as the following corollary.

Corollary 9.2 The following statements are equivalent:
(i) The system is well-posed and internally stable for all $\Delta \in \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty}<1 / \gamma$;
(ii) The system is well-posed and internally stable for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty}<1 / \gamma$;
(iii) The system is well-posed and internally stable for all $\Delta \in \mathbb{C}^{q \times p}$ with $\|\Delta\|<1 / \gamma$;
(iv) $\|M\|_{\infty} \leq \gamma$.

Remark 9.1 It can be shown that the small gain condition is sufficient to guarantee internal stability even if $\Delta$ is a nonlinear and time varying "stable" operator with an appropriately defined stability notion, see Desoer and Vidyasagar [1975].

The following lemma shows that if $\|M\|_{\infty}>\gamma$, there exists a destabilizing $\Delta$ with $\|\Delta\|_{\infty}<1 / \gamma$ such that the closed-loop system has poles in the open right half plane. (This is stronger than what is given in the proof of Theorem 9.1.)

Lemma 9.3 Suppose $M \in \mathcal{R H}_{\infty}$ and $\|M\|_{\infty}>\gamma$. Then there exists a $\sigma_{0}>0$ such that for any given $\sigma \in\left[0, \sigma_{0}\right]$ there exists a $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty}<1 / \gamma$ such that $\operatorname{det}(I-M(s) \Delta(s))$ has a zero on the axis $\operatorname{Re}(s)=\sigma$.

Proof. Without loss of generality, assume $\gamma=1$. Since $M \in \mathcal{R} \mathcal{H}_{\infty}$ and $\|M\|_{\infty}>1$, there exists a $0<\omega_{0}<\infty$ such that $\left\|M\left(j \omega_{0}\right)\right\|>1$. Given any $\gamma$ such that $1<\gamma<\left\|M\left(j \omega_{0}\right)\right\|$, there is a sufficiently small $\sigma_{0}>0$ such that

$$
\min _{\sigma \in\left[0, \sigma_{0}\right]}\left\|M\left(\sigma+j \omega_{0}\right)\right\| \geq \gamma
$$

and

$$
\sqrt{\frac{\omega_{0}^{2}+\left(\sigma_{0}+\alpha\right)^{2}}{\omega_{0}^{2}+\left(\sigma_{0}-\alpha\right)^{2}}} \sqrt{\frac{\omega_{0}^{2}+\left(\sigma_{0}+\beta\right)^{2}}{\omega_{0}^{2}+\left(\sigma_{0}-\beta\right)^{2}}}<\gamma
$$

for any $\alpha \geq 0$ and $\beta \geq 0$.
Now let $\sigma \in\left[0, \sigma_{0}\right]$ and let $M\left(\sigma+j \omega_{0}\right)=U \Sigma V^{*}$ be a singular value decomposition with

$$
\begin{aligned}
& U=\left[\begin{array}{llll}
u_{1} & u_{2} & \cdots & u_{p}
\end{array}\right] \\
& V=\left[\begin{array}{llll}
v_{1} & v_{2} & \cdots & v_{q}
\end{array}\right] \\
& \Sigma=\left[\begin{array}{llll}
\sigma_{1} & & & \\
& \sigma_{2} & & \\
& & & \ddots
\end{array}\right]
\end{aligned}
$$

Write $u_{1}$ and $v_{1}$ in the following form:

$$
u_{1}^{*}=\left[\begin{array}{llll}
u_{11} e^{j \theta_{1}} & u_{12} e^{j \theta_{2}} & \cdots & u_{1 p} e^{\prime \theta^{\prime}}
\end{array}\right], \quad v_{1}=\left[\begin{array}{c}
v_{11} e^{j \phi_{1}} \\
v_{12} e^{j \phi_{2}} \\
\vdots \\
v_{1 q} e^{j \phi_{q}}
\end{array}\right]
$$

where $u_{1 i} \in \mathbb{R}$ and $v_{1 j} \in \mathbb{R}$ are chosen so that $\theta_{i}, \phi_{j} \in[-\pi, 0)$ for all $i, j$.
Choose $\beta_{i} \geq 0$ and $\alpha_{j} \geq 0$ so that

$$
\angle\left(\frac{\beta_{i}-\sigma-j \omega_{0}}{\beta_{i}+\sigma+j \omega_{0}}\right)=\theta_{i}, \quad \angle\left(\frac{\alpha_{j}-\sigma-j \omega_{0}}{\alpha_{j}+\sigma+j \omega_{0}}\right)=\phi_{j}
$$

for $i=1,2, \ldots, p$ and $j=1,2, \ldots, q$. Let

$$
\Delta(s)=\frac{1}{\sigma_{1}}\left[\begin{array}{c}
\tilde{\alpha}_{1} v_{11} \frac{\alpha_{1}-s}{\alpha_{1}+s} \\
\vdots \\
\tilde{\alpha}_{q} v_{1 q} \frac{\alpha_{q}-s}{\alpha_{q}+s}
\end{array}\right]\left[\begin{array}{lll}
\tilde{\beta}_{1} u_{11} \frac{\beta_{1}-s}{\beta_{1}+s} & \cdots & \tilde{\beta}_{p} u_{1 p} \frac{\beta_{\eta}-s}{\beta_{p}+s}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

where

$$
\tilde{\alpha}_{i}:=\sqrt{\frac{\omega_{0}^{2}+\left(\sigma+\alpha_{i}\right)^{2}}{\omega_{0}^{2}+\left(\sigma-\alpha_{i}\right)^{2}}}, \quad \tilde{\beta}_{j}:=\sqrt{\frac{\omega_{0}^{2}+\left(\sigma+\beta_{j}\right)^{2}}{\omega_{0}^{2}+\left(\sigma-\beta_{j}\right)^{2}}} .
$$

Then

$$
\|\Delta\|_{\infty} \leq \frac{\max _{i}\left\{\tilde{\alpha}_{i}\right\} \max _{j}\left\{\tilde{\beta}_{j}\right\}}{\sigma_{1}} \leq \frac{\max _{i}\left\{\tilde{\alpha}_{i}\right\} \max _{j}\left\{\tilde{\beta}_{j}\right\}}{\gamma}<1
$$

and

$$
\begin{gathered}
\Delta\left(\sigma+j \omega_{0}\right)=\frac{1}{\sigma_{1}} v_{1} u_{1}^{*} \\
\operatorname{det}\left(I-M\left(\sigma+j \omega_{0}\right) \Delta\left(\sigma+j \omega_{0}\right)\right)=0
\end{gathered}
$$

Hence $s=\sigma+j \omega_{0}$ is a zero for the transfer function $\operatorname{det}(I-M(s) \Delta(s))$.
The above lemma plays a key role in the necessity proofs of many robust stability tests in the sequel.

### 9.3 Stability under Stable Unstructured Uncertainties

The small gain theorem in the last section will be used here to derive robust stability tests under various assumptions of model uncertainties. The modeling error $\Delta$ will again be assumed to be stable. (Most of the robust stability tests discussed in the sequel can be easily generalized to unstable $\Delta$ case with some mild assumptions on the number of unstable poles of the uncertain model, we encourage readers to fill in the details.) In addition, we assume that the modeling error $\Delta$ is suitably scaled with weighting functions $W_{1}$ and $W_{2}$, i.e., the uncertainty can be represented as $W_{1} \Delta W_{2}$.

We shall consider the standard setup shown in Figure 9.4, where $\Pi$ is the set of uncertain plants with $P \in \Pi$ as the nominal plant and with $K$ as the internally stabilizing controller for $P$. The sensitivity and complementary sensitivity matrix functions are defined as usual as

$$
S_{o}=(I+P K)^{-1}, \quad T_{o}=I-S_{o}
$$

and

$$
S_{i}=(I+K P)^{-1}, \quad T_{i}=I-S_{i}
$$

Recall that the closed-loop system is well-posed and internally stable if and only if

$$
\left[\begin{array}{cc}
I & K \\
-\Pi & I
\end{array}\right]^{-1}=\left[\begin{array}{cc}
(I+K \Pi)^{-1} & -K(I+\Pi K)^{-1} \\
(I+\Pi K)^{-1} \Pi & (I+\Pi K)^{-1}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

for all $\Pi \in \Pi$.

### 9.3.1 Additive Uncertainty

We assume that the model uncertainty can be represented by an additive perturbation:

$$
\boldsymbol{\Pi}=P+W_{1} \Delta W_{2}
$$



Figure 9.4: Unstructured Robust Stability Analysis

Theorem 9.4 Let $\Pi=\left\{P+W_{1} \Delta W_{2}: \Delta \in \mathcal{R} \mathcal{H}_{\infty}\right\}$ and let $K$ be a stabilizing controller for the nominal plant $P$. Then the closed-loop system is well-posed and internally stable for all $\|\Delta\|_{\infty}<1$ if and only if $\left\|W_{2} K S_{o} W_{1}\right\|_{\infty} \leq 1$.

Proof. Let $\Pi=P+W_{1} \Delta W_{2} \in \Pi$. Then

$$
\begin{gathered}
{\left[\begin{array}{cc}
I & K \\
-\Pi & I
\end{array}\right]} \\
=\left[\begin{array}{cc}
\left(I+K S_{o} W_{1} \Delta W_{2}\right)^{-1} S_{i} & -K S_{o}\left(I+W_{1} \Delta W_{2} K S_{o}\right)^{-1} \\
\left(I+S_{o} W_{1} \Delta W_{2} K\right)^{-1} S_{o}\left(P+W_{1} \Delta W_{2}\right) & S_{o}\left(I+W_{1} \Delta W_{2} K S_{o}\right)^{-1}
\end{array}\right]
\end{gathered}
$$

is well-posed and internally stable if $\left(I+\Delta W_{2} K S_{o} W_{1}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ since

$$
\begin{aligned}
\operatorname{det}\left(I+K S_{o} W_{1} \Delta W_{2}\right) & =\operatorname{det}\left(I+W_{1} \Delta W_{2} K S_{o}\right)=\left(I+S_{o} W_{1} \Delta W_{2} K\right) \\
& =\operatorname{det}\left(I+\Delta W_{2} K S_{o} W_{1}\right)
\end{aligned}
$$

But $\left(I+\Delta W_{2} K S_{o} W_{1}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ is guaranteed if $\left\|\Delta W_{2} K S_{o} W_{1}\right\|_{\infty}<1$ (small gain theorem). Hence $\left\|W_{2} K S_{o} W_{1}\right\|_{\infty} \leq 1$ is sufficient for robust stability.

To show the necessity, note that robust stability implies that

$$
K(I+\Pi K)^{-1}=K S_{o}\left(I+W_{1} \Delta W_{2} K S_{o}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}
$$

for all admissible $\Delta$. This in turn implies that

$$
\Delta W_{2} K(I+\Pi K)^{-1} W_{1}=I-\left(I+\Delta W_{2} K S_{o} W_{1}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}
$$

for all admissible $\Delta$. By small gain theorem, this is true for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty}<1$ only if $\left\|W_{2} K S_{o} W_{1}\right\|_{\infty} \leq 1$.

Similarly, it is easy to show that the closed-loop system is stable for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty} \leq 1$ if and only if $\left\|W_{2} K S_{o} W_{1}\right\|_{\infty}<1$.

### 9.3.2 Multiplicative Uncertainty

In this section, we assume that the system model is described by the following set of multiplicative perturbations

$$
\boldsymbol{\Pi}=\left(I+W_{1} \Delta W_{2}\right) P
$$

with $W_{1}, W_{2}, \Delta \in \mathcal{R} \mathcal{H}_{\infty}$. Consider the feedback system shown in the Figure 9.5.


Figure 9.5: Output Multiplicative Perturbed Systems

Theorem 9.5 Let $\boldsymbol{\Pi}=\left\{\left(I+W_{1} \Delta W_{2}\right) P: \Delta \in \mathcal{R} \mathcal{H}_{\infty}\right\}$ and let $K$ be a stabilizing controller for the nominal plant $P$. Then
(i) the closed-loop system is well-posed and internally stable for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty}<1$ if and only if $\left\|W_{2} T_{o} W_{1}\right\|_{\infty} \leq 1$.
(ii) the closed-loop system is well-posed and internally stable for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty} \leq 1$ if $\left\|W_{2} T_{o} W_{1}\right\|_{\infty}<1$.
(iii) the robust stability of the closed-loop system for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty} \leq 1$ does not necessarily imply $\left\|W_{2} T_{o} W_{1}\right\|_{\infty}<1$.
(iv) the closed-loop system is well-posed and internally stable for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty} \leq 1$ only if $\left\|W_{2} T_{0} W_{1}\right\|_{\infty} \leq 1$.
(v) In addition, assume that neither $P$ nor $K$ has poles on the imaginary axis. Then the closed-loop system is well-posed and internally stable for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty} \leq 1$ if and only if $\left\|W_{2} T_{o} W_{1}\right\|_{\infty}<1$.

Proof. We shall first prove that the condition in (i) is necessary for robust stability. Suppose $\left\|W_{2} T_{o} W_{1}\right\|_{\infty}>1$. Then by Lemma 9.3 , for any given sufficiently small $\sigma>0$, there is a $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty}<1$ such that $\left(I+\Delta W_{2} T_{o} W_{1}\right)^{-1}$ has poles on the axis $\operatorname{Re}(s)=\sigma$. This implies

$$
(I+\Pi K)^{-1}=S_{o}\left(I+W_{1} \Delta W_{2} T_{o}\right)^{-1}
$$

has poles on the axis $\operatorname{Re}(s)=\sigma$ since $\sigma$ can always be chosen so that the unstable poles are not cancelled by the zeros of $S_{o}$. Hence $\left\|W_{2} T_{o} W_{1}\right\|_{\infty} \leq 1$ is necessary for robust stability. In fact, we have also proven part (iv). The sufficiency parts of (i), (ii), and (v) follow from the small gain theorem.

To show the necessity part of (v), suppose $\left\|W_{2} T_{o} W_{1}\right\|_{\infty}=1$. From the proof of the small gain theorem, there is a $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty} \leq 1$ such that $\left(I+\Delta W_{2} T_{o} W_{1}\right)^{-1}$ has poles on the imaginary axis. This implies

$$
(I+\Pi K)^{-1}=S_{o}\left(I+W_{1} \Delta W_{2} T_{o}\right)^{-1}
$$

has poles on the imaginary axis since the imaginary axis poles of $\left(I+W_{1} \Delta W_{2} T_{o}\right)^{-1}$ are not cancelled by the zeros of $S_{o}$, which are the poles of $P$ and $K$. Hence $\left\|W_{2} T_{o} W_{1}\right\|_{\infty}<1$ is necessary for robust stability.

The proof of part (iii) is given below by exhibiting an example with $\left\|W_{2} T_{o} W_{1}\right\|_{\infty}=1$ but there is no destabilizing $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty} \leq 1$.

Example 9.1 Let $P(s)=\frac{1}{s}, K(s)=1$, and $W_{1}=W_{2}=1$. It is easy to check that $K$ stabilizes $P$. We have

$$
T_{o}=\frac{1}{s+1}, \quad\left\|T_{c}\right\|_{\infty}=1
$$

and

$$
\begin{aligned}
(I+\Pi K)^{-1}= & (I+K \Pi)^{-1}=K(I+\Pi K)^{-1}=\frac{s}{s+1} \frac{1}{1+\frac{1}{s+1} \Delta} \\
& (I+\Pi K)^{-1} \Pi=\frac{1}{s+} \frac{1+\Delta}{1+\frac{1}{s+1} \Delta}
\end{aligned}
$$

Since $\left|T_{o}(s)\right|=\left|\frac{1}{s+1}\right|<1$ for all $0 \neq s \in \mathbb{C}$ and $\operatorname{Re}(s) \geq 0,1+\frac{1}{s+1} \Delta \neq 0$ for all $0 \neq s \in \mathbb{C}, \operatorname{Re}(s) \geq 0, \Delta \in \mathcal{R} \mathcal{H}_{\infty}$ and $\|\Delta\| \leq 1$. The only point where $1+\frac{1}{s+1} \Delta=0$ in the closed right half plane is $s=0$. Then $\Delta(0)=-1$. By assumption, $\Delta$ is analytic in a neighborhood of the origin since $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$. Hence, we can write

$$
\Delta(s)=-1+\sum_{i=1}^{\infty} a_{n} s^{n}, \quad a_{i} \in \mathbb{R}
$$

We now claim that $a_{1} \geq 0$. Otherwise, $\left.\frac{d \Delta(s)}{d s}\right|_{s=0}=a_{1}<0$, along with $\Delta(0)=-1$, implies $\|\Delta\|_{\infty}>1$. Hence $\Delta(s)=-1+a_{1} s+s^{2} g(s)$ for some $g(s)$ and $a_{1} \geq 0$ and

$$
\begin{aligned}
(I+\Pi K)^{-1}= & (I+K \Pi)^{-1}=K(I+\Pi K)^{-1}=\frac{s}{s+1} \frac{1}{1+\frac{1}{s+1} \Delta}=\frac{1}{1+a_{1}+s g} \\
& (I+\Pi K)^{-1} \Pi=\frac{1}{s+1} \frac{1+\frac{\Delta}{1+\frac{1}{s+i} \Delta}=\frac{a_{1}+s g}{1+a_{1}+s g}}{}
\end{aligned}
$$

both of which are bounded in the neighborhood of the origin. Hence there is no destabilizing $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty} \leq 1$.

The gap between the necessity and the sufficiency of the above robust stability conditions for the closed ball of uncertainty is only technique and will not be considered in the sequel. The reason for the existence of a such gap may be attributed to the fact that in the multiplicative perturbed case, the signals $z, w$, and $d_{m}$ in Figure 9.5 are artificial and they are not physical signals. Indeed, $\mathrm{I}=\left(I+W_{1} \Delta W_{2}\right) P$ is a single system, the internal stability of the closed-loop system does not necessarily imply the boundedness of the artificial signals $z$ or $w$ with respect to the artificial disturbance $d_{m}$. This is the case for the above example where $\Pi=(1+\Delta) P=\left(a_{1} s+s^{2} g(s)\right) / s=a_{1}+s g(s)$ and the pole $s=0$ is cancelled. This cancelation is artificial and is caused by the particular model representation (i.e., there is really no cancelation in the physical system.) Thus the closed-loop system is robustly stable although the transfer function from $d_{m}$ to $z$ is unstable.

### 9.3.3 Coprime Factor Uncertainty

As another example, consider a left coprime factor perturbed plant described in Figure 9.6.


Figure 9.6: Left Coprime Factor Perturbed Systems

## Theorem 9.6 Let

$$
\Pi=\left(\tilde{M}+\tilde{\Delta}_{M}\right)^{-1}\left(\tilde{N}+\tilde{\Delta}_{N}\right)
$$

with $\tilde{M}, \tilde{N}, \tilde{\Delta}_{M}, \tilde{\Delta}_{N} \in \mathcal{R} \mathcal{H}_{\infty}$. The transfer matrices $(\tilde{M}, \tilde{N})$ are assumed to be a stable left coprime factorization of $P$ (i.e., $\left.P=\tilde{M}^{-1} \tilde{N}\right)$, and $K$ internally stabilizes the nominal system $P$. Define $\Delta:=\left[\begin{array}{cc}\tilde{\Delta}_{N} & \tilde{\Delta}_{M}\end{array}\right]$. Then the closed-loop system is well-posed and internally stable for all $\|\Delta\|_{\infty}<1$ if and only if

$$
\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\right\|_{\infty} \leq 1 .
$$

Proof. Let $K=U V^{-1}$ be a right coprime factorization over $\mathcal{R} \mathcal{H}_{\infty}$. By Lemma 5.10, the closed-loop system is internally stable if and only if

$$
\begin{equation*}
\left(\left(\tilde{N}+\tilde{\Delta}_{N}\right) U+\left(\tilde{M}+\tilde{\Delta}_{M}\right) V\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty} \tag{9.3}
\end{equation*}
$$

Since $K$ stabilizes $P,(\tilde{N} U+\tilde{M} V)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$. Hence (9.3) holds if and only if

$$
\left(I+\left(\tilde{\Delta}_{N} U+\tilde{\Delta}_{M} V\right)(\tilde{N} U+\tilde{M} V)^{-1}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}
$$

By the small gain theorem, the above is true for all $\|\Delta\|_{\infty}<1$ if and only if

$$
\left\|\left[\begin{array}{c}
U \\
V
\end{array}\right](\tilde{N} U+\tilde{M} V)^{-1}\right\|_{\infty}=\|\left[\begin{array}{cc}
K & 7 \\
I & (I+P K)^{-1} \tilde{M}^{-1} \|_{\infty} \leq 1 . . . . . \\
\hline
\end{array}\right.
$$

Similarly, one can show that the closed-loop system is well-posed and internally stable for all $\|\Delta\|_{\infty} \leq 1$ if and only if

$$
\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} M^{-1}\right\|_{\infty}<1
$$

### 9.3.4 Unstructured Robust Stability Tests

Table 9.1 summaries robust stability tests on the plant uncertainties under various assumptions. All of the tests pertain to the standard setup shown in Figure 9.4, where $\Pi$ is the set of uncertain plants with $P \in \Pi$ as the nominal plant and with $K$ as the internally stabilizing controller of $P$.

Table 9.1 should be interpreted as

## UNSTRUCTURED ANALYSIS THEOREM

Given NS \& Perturbed Model Sets
Then Closed-Loop Robust Stability
if and only if Robust Stability Tests

The table also indicates representative types of physical uncertainties which can be usefully represented by cone bounded perturbations inserted at appropriate locations. For example, the representation $P_{\Delta}=\left(I+W_{1} \Delta W_{2}\right) P$ in the first row is useful for output errors at high frequencies (HF), covering such things as unmodeled high frequency dynamics of sensors or plant, including diffusion processes, transport lags, electro-mechanical resonances, etc. The representation $P_{\Delta}=P\left(I+W_{1} \Delta W_{2}\right)$ in the second row covers similar types of errors at the inputs. Both cases should be contrasted with the third and the fourth rows which treat $P\left(I+W_{1} \Delta W_{2}\right)^{-1}$ and $\left(I+W_{1} \Delta W_{2}\right)^{-1} P$.

| $W_{1} \in \mathcal{R} \mathcal{H}_{\infty} W_{2} \in \mathcal{R} \mathcal{H}_{\infty} \Delta \in \mathcal{R} \mathcal{H}_{\infty}$ |  |
| :--- | :--- | :--- |$\|\Delta\|_{\infty}<1$

Table 9.1: Unstructured Robust Stability Tests

These representations are more useful for variatons in modeled dynamics, such as low frequency (LF) errors produced by parameter vatiations with operating conditions, with aging, or across production copies of the same 1 lant. Discussion of still other cases is left to the table.

Note from the table that the stability requirements on $\Delta$ do not limit our ability to represent variations in either the number or locations of rhp singularities as can be seen from some simple examples.

Example 9.2 Suppose an uncertain system with changing numbers of right-half plane poles is described by

$$
P_{\Delta}=\left\{\frac{1}{s-\delta}: \delta \in \mathbb{R},|\delta| \leq 1\right\}
$$

Then $P_{1}=\frac{1}{s-1} \in P_{\Delta}$ has one right-half plane polr and $P_{2}=\frac{1}{s+1} \in P_{\Delta}$ has no right-half plane pole. Nevertheless, the set of $P_{\Delta}$ can be :overed by a set of feedback uncertain plants:

$$
P_{\Delta} \subset \Pi:=\left\{P(1+\delta P)^{-1}: \delta \in \mathcal{R} \mathcal{H}_{\infty},\|\delta\|_{\infty} \leq 1\right\}
$$

with $P=\frac{1}{s}$.
Example 9.3 As another example, consider tht following set of plants:

$$
P_{\Delta}=\frac{s+1+\alpha}{(s+1)(s+2},|\alpha| \leq 2
$$

This set of plants have changing numbers of right-half plane zeros since the plant has no right-half plane zero when $\alpha=0$ and has os e right-half plane zero when $\alpha=-2$. The uncertain plant can be covered by a set of multiplicative perturbed plants:

$$
P_{\Delta} \subset \Pi:=\left\{\frac{1}{s+2}\left(1+\frac{2 \delta}{s+1}\right), \delta \in \mathcal{R} \mathcal{H}_{\infty}, \quad\|\delta\|_{\infty} \leq 1\right\}
$$

It should be noted that this covering can be quite conservative.

### 9.3.5 Equivalence: Robust Stability vs. Nominal Performance

A robust stability problem can be viewed as another nominal performance problem. For example, the output multiplicative perturbed rolust stability problem can be treated as a sensor noise rejection problem shown in Figure 9.7 and vice versa. It is clear that the system with output multiplicative uncertainty as shown in Figure 9.5 is robustly stable for $\|\Delta\|_{\infty}<1$ iff the $\mathcal{H}_{\infty}$ norm of the transfer function from $w$ to $z, T_{z w}$, is no greater than 1. Since $T_{z w}=T_{e \tilde{n}}$, hence $\left\|T_{z w}\right\|_{\infty} \leq 1$ iff $\leq u p_{\|\tilde{n}\|_{2} \leq 1}\|e\|_{2}=\left\|W_{2} T_{o} W_{1}\right\|_{\infty} \leq 1$.

There is, in fact, a much more general result along this line of equivalence: any robust stability problem (with open ball of uncertainty) can be regarded as an equivalent performance problem. This will be considered in Chapter 11.


Figure 9.7: Equivalence Between Robust Stability With Output Multiplicative Uncertainty and Nominal Performance With Sensor Noise Rejection

### 9.4 Unstructured Robust Performance

Consider the perturbed system shown in Figure 9.8 with the set of perturbed models described by a set $\Pi$. Suppose the weighting matrices $W_{d}, W_{e} \in \mathcal{R} \mathcal{H}_{\infty}$ and the perfor-


Figure 9.8: Diagram for Robust Performance Analysis
mance criterion is to keep the error $e$ as small as possible in some sense for all possible models belonging to the set $\Pi$. In general, the set $\Pi$ can be either a parameterized set or an unstructured set such as those described in Table 9.1. The performance specifications are usually specified in terms of the magnitude of each component $e$ in time domain, i.e., $\mathcal{L}_{\infty}$ norm, with respect to bounded disturbances, or alternatively and more conveniently some requirements on the closed-loop frequency response of the transfer matrix between $\tilde{d}$ and $e$, say, integral of square error or the magnitude of the steady state error with respect to sinusoidal disturbances. The former design criterion leads to the so-called $\mathcal{L}_{1}$-optimal control framework and the latter leads to $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ design frameworks, respectively. In this section, we will focus primarily on the $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ performance objectives with unstructured model uncertainty descriptions. The performance under structured uncertainty will be considered in Chapter 11.

### 9.4.1 Robust $\mathcal{H}_{2}$ Performance

Although nominal $\mathcal{H}_{2}$ performance analysis is straightforward and involves only the computation of $\mathcal{H}_{2}$ norms, the $\mathcal{H}_{2}$ performance analysis with $\mathcal{H}_{\infty}$ norm bounded model uncertainty is much harder and little studied. Nevertheless, this problem is sensible and important for the reason that performance is sometimes more appropriately specified in terms of the $\mathcal{H}_{2}$ norm than the $\mathcal{H}_{\infty}$ norm. On the other hand, model uncertainties are more conveniently described using the $\mathcal{H}_{\infty}$ norm bounded sets and arise naturally in identification processes.

Let $T_{e \tilde{d}}$ denote the transfer matrix between $\tilde{d}$ and $e$, then

$$
\begin{equation*}
T_{e \tilde{d}}=W_{e}\left(I+P_{\Delta} K\right)^{-1} W_{d}, \quad P_{\Delta} \in \Pi \tag{9.4}
\end{equation*}
$$

And the robust $\mathcal{H}_{2}$ performance analysis problen can be stated as finding

$$
\sup _{P_{\Delta} \in \Pi}\left\|T_{e \tilde{d}}\right\|_{2} .
$$

To simplify our analysis, consider a scalar system with $W_{d}=1, W_{e}=w_{s}, P=p$, and assume that the model is given by a multiplicative uncertainty set

$$
\Pi=\left\{\left(1+w_{t} \delta\right) p: \quad \delta \in \mathcal{R} \mathcal{H}_{\infty},\|\delta\|_{\infty}<1\right\}
$$

Assume further that the system is robustly stalilized by a controller $k$. Then

$$
\sup _{P_{\Delta} \in \boldsymbol{\Pi}}\left\|T_{e d}\right\|_{2}=\sup _{\|\delta\|_{\infty}<1}\left\|\frac{w_{s}}{1+\tau w_{t} \delta}\right\|_{2}=\left\|\frac{w_{s} \varepsilon}{1-\left|\tau w_{t}\right|}\right\|_{2}
$$

where $\varepsilon=(1+p k)^{-1}$ and $\tau=1-\varepsilon$.
The exact analysis for the matrix case is harder to determine although some upper bounds can be derived as we shall do for the $\mathcal{H}_{\infty}$ case below. However, the upper bounds do not seem to be insightful in the $\mathcal{H}_{2}$ setting, and, therefore, are omitted. It should be pointed out that synthesis for robust $\mathcal{H}_{2}$ performance is much harder even in the scalar case although synthesis for nominal performance is relatively easy and will be considered in Chapter 14.

### 9.4.2 Robust $\mathcal{H}_{\infty}$ Performance with Output Multiplicative Uncertainty

Suppose the performance criterion is to keep the worst case energy of the error $e$ as small as possible over all $\tilde{d}$ of unit energy, for example,

$$
\sup _{\|\tilde{d}\|_{2} \leq 1}\|e\|_{2} \leq \epsilon
$$

for some small $\epsilon$. By scaling the error $e$ (i.e., by properly selecting $W_{e}$ ) we can assume without loss of generality that $\epsilon=1$. Then the robust performance criterion in this case can be described as requiring that the closed-loop system be robustly stable and that

$$
\begin{equation*}
\left\|T_{e d}\right\|_{\infty} \leq 1, \quad \forall P_{\Delta} \in \Pi . \tag{9.5}
\end{equation*}
$$

More specifically, an output multiplicatively perturbed system will be analyzed first. The analysis for other classes of models can be done analogously. The perturbed model can be described as

$$
\begin{equation*}
\Pi:=\left\{\left(I+W_{1} \Delta W_{2}\right) P: \Delta \in \mathcal{R} \mathcal{H}_{\infty},\|\Delta\|_{\infty}<1\right\} \tag{9.6}
\end{equation*}
$$

with $W_{1}, W_{2} \in \mathcal{R H}_{\infty}$. The explicit system diagram is as shown in Figure 9.5. For this class of models, we have

$$
T_{e \bar{d}}=W_{e} S_{o}\left(I+W_{1} \Delta W_{2} T_{o}\right)^{-1} W_{d},
$$

and the robust performance is satisfied iff

$$
\left\|W_{2} T_{o} W_{1}\right\|_{\infty} \leq 1
$$

and

$$
\left\|T_{e \tilde{d}}\right\|_{\infty} \leq 1, \forall \Delta \in \mathcal{R} \mathcal{H}_{\infty},\|\Delta\|_{\infty}<1
$$

The exact analysis for this robust performance problem is not trivial and will be given in Chapter 11. However, some sufficient conditions are relatively easy to obtain by bounding these two inequalities, and they may shed some light on the nature of these problems. It will be assumed throughout that the controller $K$ internally stabilizes the nominal plant $P$.

Theorem 9.7 Suppose $P_{\Delta} \in\left\{\left(I+W_{1} \Delta W_{2}\right) P: \Delta \in \mathcal{R} \mathcal{H}_{\infty},\|\Delta\|_{\infty}<1\right\}$ and $K$ internally stabilizes $P$. Then the system robust performance is guaranteed if either one of the following conditions is satisfied
(i) for each frequency $\omega$

$$
\begin{equation*}
\bar{\sigma}\left(W_{d}\right) \bar{\sigma}\left(W_{e} S_{o}\right)+\bar{\sigma}\left(W_{1}\right) \bar{\sigma}\left(W_{2} T_{o}\right) \leq 1 ; \tag{9.7}
\end{equation*}
$$

(ii) for each frequency $\omega$

$$
\begin{equation*}
\kappa\left(W_{1}^{-1} W_{d}\right) \bar{\sigma}\left(W_{e} S_{o} W_{d}\right)+\bar{\sigma}\left(W_{2} T_{o} W_{1}\right) \leq 1 \tag{9.8}
\end{equation*}
$$

where $W_{1}$ and $W_{d}$ are assumed to be invertible and $\kappa\left(W_{1}^{-1} W_{d}\right)$ is the condition number.

Proof. It is obvious that both condition (9.7) and condition (9.8) guarantee that $\left\|W_{2} T_{o} W_{1}\right\|_{\infty} \leq 1$. So it is sufficient to show that $\left\|T_{e d}\right\|_{\infty} \leq 1, \forall \Delta \in \mathcal{R} \mathcal{H}_{\infty},\|\Delta\|_{\infty}<1$. Now for any frequency $\omega$, it is easy to see that

$$
\begin{aligned}
\bar{\sigma}\left(T_{e \bar{d}}\right) & \leq \bar{\sigma}\left(W_{e} S_{o}\right) \bar{\sigma}\left[\left(I+W_{1} \Delta W_{2} T_{o}\right)^{-1}\right] \bar{\sigma}\left(W_{d}\right) \\
& =\frac{\bar{\sigma}\left(W_{e} S_{o}\right) \bar{\sigma}\left(W_{d}\right)}{\bar{\sigma}\left(I+W_{1} \Delta W_{2} T_{c}\right)} \\
& \leq \frac{\bar{\sigma}\left(W_{e} S_{o}\right) \bar{\sigma}\left(W_{d}\right)}{1-\bar{\sigma}\left(W_{1} \Delta W_{2} T_{c}\right)} \\
& \leq \frac{\bar{\sigma}\left(W_{e} S_{o}\right) \bar{\sigma}\left(W_{d}\right)}{1-\bar{\sigma}\left(W_{1}\right) \bar{\sigma}\left(W_{2} T_{c}\right) \bar{\sigma}(\Delta)}
\end{aligned}
$$

Hence condition (9.7) guarantees $\bar{\sigma}\left(T_{e \dot{d}}\right) \leq 1$ for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty}<1$ at all frequencies.

Similarly, suppose $W_{1}$ and $W_{d}$ are invertible: write

$$
T_{e \bar{d}}=W_{e} S_{o} W_{d}\left(W_{1}^{-1} W_{d}\right)^{-1}\left(I+\Delta W_{2} T_{o} W_{1}\right)^{-1}\left(W_{1}^{-1} W_{d}\right)
$$

and then

$$
\bar{\sigma}\left(T_{e \bar{d}}\right) \leq \frac{\bar{\sigma}\left(W_{e} S_{o} W_{d}\right) \kappa\left(W_{1}^{-1} W_{d}\right)}{1-\bar{\sigma}\left(W_{2} T_{,} W_{1}\right) \bar{\sigma}(\Delta)}
$$

Hence by condition (9.8), $\bar{\sigma}\left(T_{e \bar{d}}\right) \leq 1$ is guarantced for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty}<1$ at all frequencies.

Remark 9.2 It is not hard to show that either ne of the conditions in the theorem is also necessary for scalar valued systems.

Remark 9.3 Suppose $\kappa\left(W_{1}^{-1} W_{d}\right) \approx 1$ (weighting matrices satisfying this condition are usually called round weights). This is particularly the case if $W_{1}=w_{1}(s) I$ and $W_{d}=w_{d}(s) I$. Recall that $\bar{\sigma}\left(W_{e} S_{o} W_{d}\right) \leq 1$ is the necessary and sufficient condition for nominal performance and that $\bar{\sigma}\left(W_{2} T_{o} W_{1}\right) \leq 1$ is the necessary and sufficient condition for robust stability. Hence the condition (ii) in Theorem 9.7 is almost guaranteed by $N P+R S$, i.e., RP is almost guaranteed by NP $+R S$. Since RP implies NP + RS, we have $N P+R S \approx R P$. (In contrast, such conclusion cannot be drawn in the skewed case which will be considered in the next section.) Since the condition (ii) implies NP + RS, we can also conclude that the condition (ii) is almost equivalent to RP, i.e., beside being sufficient, it is almost necessary.

Remark 9.4 Note that in light of the equivalence relation between the robust stability and nominal performance, it is reasonable to conjecture that the above robust performance problem is equivalent to the robust stability problem in Figure 9.4 with the uncertainty model set given by

$$
\Pi:=\left(I+W_{d} \Delta_{e} W_{e}\right)^{-1}\left(I+W_{1} \Delta W_{2}\right) P
$$

and $\left\|\Delta_{e}\right\|_{\infty}<1,\|\Delta\|_{\infty}<1$, as shown in Figure 9.9. This conjecture is indeed true; however, the equivalent model uncertainty is structured, and the exact stability analysis for such systems is not trivial and will be studied in Chapter 11.


Figure 9.9: Robust Performance with Unstructured Uncertainty vs. Robust Stability with Structured Uncertainty

Remark 9.5 Note that if $W_{1}$ and $W_{d}$ are invertible, then $T_{e \tilde{d}}$ can also be written as

$$
T_{e \tilde{d}}=W_{e} S_{o} W_{d}\left[I+\left(W_{1}^{-1} W_{d}\right)^{-1} \Delta W_{2} T_{o} W_{1}\left(W_{1}^{-1} W_{d}\right)\right]^{-1}
$$

So another alternative sufficient condition for robust performance can be obtained as

$$
\bar{\sigma}\left(W_{e} S_{o} W_{d}\right)+\kappa\left(W_{1}^{-1} W_{d}\right) \bar{\sigma}\left(W_{2} T_{o} W_{1}\right) \leq 1
$$

A similar situation also occurs in the skewed case below. We will not repeat all these variations.

### 9.4.3 Skewed Specifications and Plant Condition Number

We now consider the system with skewed specifications, i.e., the uncertainty and performance are not measured at the same location. For instance, the system performance is still measured in terms of output sensitivity, but the uncertainty model is in input multiplicative form:

$$
\Pi:=\left\{P\left(I+W_{1} \Delta W_{2}\right): \Delta \in \mathcal{R} \mathcal{H}_{\infty},\|\Delta\|_{\infty}<1\right\}
$$

The system block diagram is shown in Figure 9.10.
For systems described by this class of models, the robust stability condition becomes

$$
\left\|W_{2} T_{i} W_{1}\right\|_{\infty} \leq 1
$$



Figure 9.10: Skewed Problems
and the nominal performance condition becomes

$$
\left\|W_{e} S_{o} W_{d}\right\|_{\infty} \leq 1
$$

To consider the robust performance, let $\tilde{T}_{e \tilde{d}}$ denote the transfer matrix from $\tilde{d}$ to $e$. Then

$$
\begin{aligned}
\tilde{T}_{e \bar{d}} & =W_{e} S_{o}\left(I+P W_{1} \Delta W_{2} K S_{o}\right)^{-} W_{d} \\
& =W_{e} S_{o} W_{d}\left[I+\left(W_{d}^{-1} P W_{1}\right) \Delta\left(W_{2} T_{i} W_{1}\right)\left(W_{d}^{-1} P W_{1}\right)^{-1}\right]^{-1}
\end{aligned}
$$

The last equality follows if $W_{1}, W_{d}$, and $P$ are invertible and, if $W_{2}$ is invertible, can also be written as

$$
\tilde{T}_{e \tilde{d}}=W_{e} S_{o} W_{d}\left(W_{1}^{-1} W_{d}\right)^{-1}\left[I+\left(W_{1}^{-1} P W_{1}\right) \Delta\left(W_{2} P^{-1} W_{2}^{-1}\right)\left(W_{2} T_{o} W_{1}\right)\right]^{-1}\left(W_{1}^{-1} W_{d}\right)
$$

Then the following results follow easily.
Theorem 9.8 Suppose $P_{\Delta} \in \Pi=\left\{P\left(I+W_{1} \Delta W_{2}\right): \Delta \in \mathcal{R} \mathcal{H}_{\infty},\|\Delta\|_{\infty}<1\right\}$ and $K$ internally stabilizes $P$. Assume that $P, W_{1}, W_{2}$, and $W_{d}$ are square and invertible. Then the system robust performance is guaranteed if tither one of the following conditions is satisfied
(i) for each frequency $\omega$

$$
\begin{equation*}
\bar{\sigma}\left(W_{e} S_{o} W_{d}\right)+\kappa\left(W_{d}^{-1} P\left(W_{1}\right) \bar{\sigma}\left(W_{2} T_{i} W_{1}\right) \leq 1\right. \tag{9.9}
\end{equation*}
$$

(ii) for each frequency $\omega$

$$
\begin{equation*}
\kappa\left(W_{1}^{-1} W_{d}\right) \bar{\sigma}\left(W_{e} S_{o} W_{d}\right)+\bar{\sigma}\left(W_{1}^{-1} P W_{1}\right) \bar{\sigma}\left(W_{2} P^{-1} W_{2}^{-1}\right) \bar{\sigma}\left(W_{2} T_{o} W_{1}\right) \leq 1 \tag{9.10}
\end{equation*}
$$

Remark 9.6 If the appropriate invertibility conditions are not satisfied, then an alternative sufficient condition for robust performance can be given by

$$
\bar{\sigma}\left(W_{d}\right) \bar{\sigma}\left(W_{e} S_{o}\right)+\bar{\sigma}\left(P W_{1}\right) \bar{\sigma}\left(W_{2} K S_{o}\right) \leq 1
$$

Similar to the previous case, there are many different variations of sufficient conditions although (9.10) may be the most useful one.

Remark 9.7 It is important to note that in this case, the robust stability condition is given in terms of $L_{i}=K P$ while the nominal performance condition is given in terms of $L_{o}=P K$. These classes of problems are called skewed problems or problems with skewed specifications. ${ }^{2}$ Since, in general, $P K \neq K P$, the robust stability margin or tolerances for uncertainties at the plant input and output are generally not the same.

Remark 9.8 It is also noted that the robust performance condition is related to the condition number of the weighted nominal model. So in general if the weighted nominal model is ill-conditioned at the range of critical frequencies, then the robust performance condition may be far more restrictive than the robust stability condition and the nominal performance condition together. For simplicity, assume $W_{1}=I, W_{d}=I$ and $W_{2}=w_{t} I$ where $w_{t} \in \mathcal{R} \mathcal{H}_{\infty}$ is a scalar function. Further, $P$ is assumed to be invertible. Then robust performance condition (9.10) can be written as

$$
\bar{\sigma}\left(W_{e} S_{o}\right)+\kappa(P) \bar{\sigma}\left(w_{t} T_{o}\right) \leq 1, \forall \omega .
$$

Comparing these conditions with those obtained for non-skewed problems shows that the condition related to robust stability is scaled by the condition number of the plant ${ }^{3}$. Since $\kappa(P) \geq 1$, it is clear that the skewed specifications are much harder to satisfy if the plant is not well conditioned. This problem will be discussed in more detail in section 11.3.3 of Chapter 11.

Remark 9.9 Suppose $K$ is invertible, then $\tilde{T}_{e \bar{d}}$ can be written as

$$
\tilde{T}_{e \tilde{d}}=W_{e} K^{-1}\left(I+T_{i} W_{1} \Delta W_{2}\right)^{-1} S_{i} K W_{d}
$$

Assume further that $W_{e}=I, W_{d}=w_{s} I, W_{2}=\mathrm{I}$ where $w_{s} \in \mathcal{R} \mathcal{H}_{\infty}$ is a scalar function. Then a sufficient condition for robust performance is given by

$$
\kappa(K) \bar{\sigma}\left(S_{i} w_{s}\right)+\bar{\sigma}\left(T_{i} W_{1}\right) \leq 1, \forall \omega,
$$

with $n(K):=\bar{\sigma}(K) \bar{\sigma}\left(K^{-1}\right)$. This is equivalent to treating the input multiplicative plant uncertainty as the output multiplicative controller uncertainty.

These skewed specifications also create problems for MIMO loop shaping design which has been discussed briefly in Chapter 5. The idea of loop shaping design is based on the fact that robust performance is guaranteed by designing a controller with a sufficient nominal performance margin and a sufficient robust stability margin. For example, if $\kappa\left(W_{1}^{-1} W_{d}\right) \approx 1$, the output multiplicative perturbed robust performance is guaranteed by designing a controller with twice the required nominal performance and robust stability margins.

[^9]The fact that the condition number appeared in the robust performance test for skewed problems can be given another interpretation by considering two sets of plants $\Pi_{1}$ and $\Pi_{2}$ as shown in Figure 9.11.

$$
\begin{aligned}
& \Pi_{1}:=\left\{P\left(I+w_{t} \Delta\right): \Delta \in \mathcal{R} \mathcal{H}_{\infty},\|\Delta\|_{\infty}<1\right\} \\
& \Pi_{2}:=\left\{\left(I+\tilde{w}_{t} \Delta\right) P: \Delta \in \mathcal{R} \mathcal{H}_{\infty},\|\Delta\|_{\infty}<1\right\} .
\end{aligned}
$$



Figure 9.11: Converting Input Uncertainty to Output Uncertainty
Assume that $P$ is invertible, then

$$
\boldsymbol{\Pi}_{2} \supseteq \boldsymbol{\Pi}_{1} \quad \text { if } \quad\left|\tilde{w}_{t}\right| \geq\left|w_{t}\right| \kappa(P) \quad \forall \omega
$$

since $P\left(I+w_{t} \Delta\right)=\left(I+w_{t} P \Delta P^{-1}\right) P$.
The condition number of a transfer matrix can be very high at high frequency which may significantly limit the achievable performance. The example below, taken from the textbook [Franklin, Powell, and Workman, 1990], shows that the condition number shown in Figure 9.12 may increase with the frequency:

$$
P(s)=\left[\begin{array}{ccc|cc}
-0.2 & 0.1 & 1 & 0 & 1 \\
-0.05 & 0 & 0 & 0 & 0.7 \\
0 & 0 & -1 & 1 & 0 \\
\hline 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0
\end{array}\right]=\frac{1}{a(s)}\left[\begin{array}{cc}
s & (s+1)(s+0.07) \\
-0.05 & 0.7(s+1)(s+0.13)
\end{array}\right]
$$

where $a(s)=(s+1)(s+0.1707)(s+0.02929)$.
It is appropriate to point out that the skewed problem setup, although more complicated than that of non-skewed problem, is particularly suitable for control system design. To be more specific, consider the transfer function from $w$ and $\tilde{d}$ to $z$ and $e$ :

$$
\left[\begin{array}{c}
z \\
e
\end{array}\right]=G(s)\left[\begin{array}{l}
w \\
\tilde{d}
\end{array}\right]
$$

where

$$
\begin{aligned}
G(s) & :=\left[\begin{array}{cc}
-W_{2} T_{i} W_{1} & -W_{2} K S_{o} W_{d} \\
W_{e} S_{o} P W_{1} & W_{e} S_{o} W_{d}
\end{array}\right] \\
& =\left[\begin{array}{cc}
-W_{2} & 0 \\
0 & W_{e}
\end{array}\right]\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1}\left[\begin{array}{cc}
P & I
\end{array}\right]\left[\begin{array}{cc}
W_{1} & 0 \\
0 & W_{d}
\end{array}\right]
\end{aligned}
$$



Figure 9.12: Condition Number $\kappa(\omega)=\bar{\sigma}(P(j \omega)) / \underline{\sigma}(P(j \omega))$
then a suitable performance criterion is to make $\|G(s)\|_{\infty}$ small. Indeed, small $\|G(s)\|_{\infty}$ implies that $T_{i}, K S_{o}, S_{o} P$ and $S_{o}$ are small in some suitable frequency ranges, which are the desired design specifications discussed in Section 5.5 of Chapter 5 . It will be clear in Chapter 18 that the $\|G\|_{\infty}$ is related to the robust stability margin in the gap metric and the normalized coprime factor perturbation. Therefore, making $\|G\|_{\infty}$ small is a suitable design approach.

### 9.5 Gain Margin and Phase Margin

In this section, we show that the gain margin and phase margin defined in classical control theory may not be sufficient indicators of a system's robustness. Let $L(s)$ be a scalar transfer function and consider a unit feedback system such as the one shown in the following diagram:


Suppose that the above closed-loop feedback system with $L(s)=L_{0}(s)$ is stable. Then the system is said to have

Gain Margin $k_{\min }$ and $k_{\text {max }}$ if the closed-loop sustem is stable for all $L(s)=k L_{0}(s)$ with $k_{\min }<k<k_{\max }$ but unstable for $L(s):=k_{\max } L_{0}(s)$ and for $L(s)=k_{\min } L_{0}(s)$ where $0 \leq k_{\text {min }} \leq 1$ and $k_{\text {max }} \geq 1$.

Phase Margin $\phi_{\min }$ and $\phi_{\max }$ if the closed-loop system is stable for all $L(s)=e^{-j \phi} L_{0}(s)$ with $\phi_{\min }<\phi<\phi_{\max }$ but unstable for $L(s)=e^{-j \phi_{\max }} L_{0}(s)$ and for $L(s)=$ $e^{-j \phi_{\min }} L_{0}(s)$ where $-\pi \leq \phi_{\min } \leq 0$ and $0 \leq \phi_{\max } \leq \pi$.

These margins can be easily read from the oper-loop system Nyquist diagram as shown in Figure 9.13 where $k_{\text {max }}$ and $k_{\text {min }}$ represent how much the loop gain can be increased and decreased, respectively, without causing in stability. Similarly $\phi_{\max }$ and $\phi_{\min }$ represent how much loop phase lag and lead can be tolerated without causing instability.



Figure 9.13: Gain Margin and Phase Margin of A Scalar System

However, gain margin or phase margin alone may not be a sufficient indicator of a system's robustness. To be more specific, consider a simple dynamical system

$$
P=\frac{a-s}{a s-1}, \quad a>1
$$

with a stabilizing controller $K$. Now let $L=P K$ and consider a controller

$$
K=\frac{b+s}{b s+1}, \quad b>0
$$

It is easy to show that the closed-loop system is stable for any

$$
\frac{1}{a}<b<a .
$$

To compute the stability margins, consider thre cases:
(i) $b=1$ : in this case, $K=1$ and the stability margins can be easily shown to be

$$
k_{\min }=\frac{1}{a}, \quad k_{\max }=a, \quad \phi_{\min }=-\pi, \quad \phi_{\max }=\sin ^{-1}\left(\frac{a^{2}-1}{a^{2}+1}\right)=: \theta
$$

It is easy to see that both gain margin and phase margin are very large for large $a$.
(ii) $\frac{1}{a}<b<a$ and $b \rightarrow a$ : in this case

$$
k_{\min }=\frac{1}{a b} \rightarrow \frac{1}{a^{2}}, \quad k_{\max }=a b \rightarrow a^{2}, \quad \phi_{\min }=-\pi, \quad \phi_{\max } \rightarrow 0
$$

i.e., very large gain margin but arbitrarily small phase margin.
(iii) $\frac{1}{a}<b<a$ and $b \rightarrow \frac{1}{a}$ : in this case

$$
k_{\min }=\frac{1}{a b} \rightarrow 1, \quad k_{\max }=a b \rightarrow 1, \quad \phi_{\min }=-\pi, \quad \phi_{\max } \rightarrow 2 \theta
$$

i.e., very large phase margin but arbitrarily small gain margin.

The open-loop frequency response of the system is shown in Figure 9.14 for $a=2$ and $b=1, b=1.9$ and $b=0.55$, respectively.

Sometimes, gain margin and phase margin together may still not be enough to indicate the true robustness of a system. For example, it is possible to construct a (complicated) controller such that

$$
k_{\min }<\frac{1}{a}, \quad k_{\max }>a, \quad \phi_{\min }=-\pi, \quad \phi_{\max }>\theta
$$

but the Nyquist plot is arbitrarily close to $(-1,0)$. Such a controller is complicated to construct; however, the following controller should give the reader a good idea of its construction:

$$
K_{\mathrm{bad}}=\frac{s+3.3}{3.3 s+1} \quad \frac{s+0.55}{0.55 s+1} \frac{1.7 s^{2}+1.5 s+1}{s^{2}+1.5 s+1.7}
$$

The open-loop frequency response of the system with this controller is also shown in Figure 9.14 by the dotted line. It is easy to see that the system has at least the same gain margin and phase margin as the system with controller $K=1$, but the Nyquist plot is closer to $(-1,0)$. Therefore this system is less robust with respect to the simultaneous gain and phase perturbations. The problem is that the gain margin and phase margin do not give the correct indication of the system's robustness when the gain and phase are varying simultaneously.


Figure 9.14: Nyquist Plots of $L$ with $a=2$ and $b=1$ (solid), $b=1.9$ (dashed), $b=$ 0.55 (dashdot) and with $K_{\text {bad }}$ (dotted)

### 9.6 Deficiency of Classical Control for MIMO Systems

In this section, we show through an example that the classical control theory may not be reliable when it is applied to MIMO system design.

Consider a symmetric spinning body with torque inputs, $T_{1}$ and $T_{2}$, along two orthogonal transverse axes, $x$ and $y$, as shown in Figure 9.15. Assume that the angular velocity of the spinning body with respect to the $z$ axis is constant, $\Omega$. Assume further that the inertia of the spinning body with respect to the $x, y$, and $z$ axes are $I_{1}, I_{2}=I_{1}$, and $I_{3}$, respectively. Denote by $\omega_{1}$ and $\omega_{2}$ the angular velocities of the body with respect to the $x$ and $y$ axes, respectively. Then the Euler's equation of the spinning body is given by

$$
\begin{aligned}
I_{1} \dot{\omega}_{1}-\omega_{2} \Omega\left(I_{1}-I_{3}\right) & =T_{1} \\
I_{1} \dot{\omega}_{2}-\omega_{1} \Omega\left(I_{3}-I_{1}\right) & =T_{2}
\end{aligned}
$$

Define

$$
\left[\begin{array}{c}
u_{1} \\
u_{2}
\end{array}\right]:=\left[\begin{array}{l}
T_{1} / I_{1} \\
T_{2} / I_{1}
\end{array}\right], a:=\left(1-I_{3} / I_{1}\right) \Omega
$$



Figure 9.15: Spinning Body

Then the system dynamical equations can be written as

$$
\left[\begin{array}{c}
\dot{\omega}_{1} \\
\dot{\omega}_{2}
\end{array}\right]=\left[\begin{array}{cc}
0 & a \\
-a & 0
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2}
\end{array}\right]+\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right] .
$$

Now suppose that the angular rates $\omega_{1}$ and $\omega_{2}$ are measured in scaled and rotated coordinates:

$$
\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]=\frac{1}{\cos \theta}\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2}
\end{array}\right]=\left[\begin{array}{cc}
1 & a \\
-a & 1
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2}
\end{array}\right]
$$

where $\tan \theta:=a$. (There is no specific physical meaning for the measurements of $y_{1}$ and $y_{1}$ but they are assumed here only for the convenience of discussion.) Then the transfer matrix for the spinning body can be computed as

$$
Y(s)=P(s) U(s)
$$

with

$$
P(s)=\frac{1}{s^{2}+a^{2}}\left[\begin{array}{cc}
s-a^{2} & a(s+1) \\
-a(s+1) & s-a^{2}
\end{array}\right] .
$$

Suppose the control law is chosen as

$$
u=K_{1} r-y
$$

where

$$
K_{1}=\frac{1}{1+a^{2}}\left[\begin{array}{cc}
1 & -a \\
a & 1
\end{array}\right]
$$



Figure 9.16: Closed-loop with a "Bizarre" Controller

Then the closed-loop transfer function in Figure 9.16 is given by

$$
Y(s)=\frac{1}{s+1}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] R(s)
$$

and the sensitivity function and the complementary sensitivity function are given by

$$
S=(I+P)^{-1}=\frac{1}{s+1}\left[\begin{array}{cc}
s & -a \\
a & s
\end{array}\right], T=P(I+P)^{-1}=\frac{1}{s+1}\left[\begin{array}{cc}
1 & a \\
-a & 1
\end{array}\right] .
$$

It is noted that this controller design has the property of decoupling the loops. Furthermore, each single loop has the open-loop transfer function as

$$
\frac{1}{s}
$$

so each loop has phase margin $\phi_{\max }=-\phi_{\min }=90^{\circ}$ and gain margin $k_{\min }=0$, $k_{\max }=\infty$.

Suppose one loop transfer function is perturbed, as shown in Figure 9.17. Denote

$$
\frac{z(s)}{w(s)}=-T_{11}=-\frac{1}{s+1}
$$

Then the maximum allowable perturbation is given by

$$
\|\delta\|_{\infty}<\frac{1}{\left\|T_{11}\right\|_{\infty}}=1
$$

which is independent of $a$. Similarly the maximum allowable perturbation on the other loop is also 1 by symmetry. However, if both loops are perturbed at the same time, then the maximum allowable perturbation is much smaller, as shown below.


Figure 9.17: One-Loop-At-A-Time Analysis


Figure 9.18: Simultaneous Perturbations

Consider a multivariable perturbation, as shown in Figure 9.18, i.e., $P_{\Delta}=(I+\Delta) P$, with

$$
\Delta=\left[\begin{array}{ll}
\delta_{11} & \delta_{12} \\
\delta_{21} & \delta_{22}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

a $2 \times 2$ transfer matrix such that $\|\Delta\|_{\infty}<\gamma$. Then by the small gain theorem, the system is robustly stable for every such $\Delta$ iff

$$
\gamma \leq \frac{1}{\|T\|_{\infty}}=\frac{1}{\sqrt{1+a^{2}}} \quad(\ll 1 \text { if } a \gg 1)
$$

In particular, consider

$$
\Delta=\Delta_{d}=\left[\begin{array}{ll}
\delta_{11} & \\
& \delta_{22}
\end{array}\right] \in \mathbb{R}^{2 \times 2}
$$

Then the closed-loop system is stable for every s.uch $\Delta$ iff

$$
\operatorname{det}\left(I+T \Delta_{d}\right)=\frac{1}{(s+1)^{2}}\left(s^{2}+\left(2+\delta_{11}+\delta_{22}\right) s+1+\delta_{11}+\delta_{22}+\left(1+a^{2}\right) \delta_{11} \delta_{22}\right)
$$

has no zero in the closed right-half plane. Hence the stability region is given by

$$
\begin{aligned}
2+\delta_{11}+\delta_{22} & >0 \\
1+\delta_{11}+\delta_{22}+\left(1+a^{2}\right) \delta_{11} \delta_{22} & >0
\end{aligned}
$$

It is easy to see that the system is unstable with

$$
\delta_{11}=-\delta_{22}=\frac{1}{\sqrt{1+a^{2}}}
$$

The stability region for $a=5$ is drawn in the Figure 9.19, which shows how checking the axis misses nearby regions of instability, and that for $a \gg 5$, things just get that much worse. The hyperbola portion of the picture gets arbitrarily close to ( 0,0 ). This clearly shows that the analysis of an MIMO system using SISO methods can be misleading and can even give erroneous results. Hence an MIMO method has to be used.


Figure 9.19: Stability Region for $a=5$

### 9.7 Notes and References

The small gain theorem was first presented by Zames [1966]. The book by Desoer and Vidyasagar [1975] contains a quite extensive treatment and applications of this theorem in various forms. Robust stability conditions under various uncertainty assumptions are discussed in Doyle, Wall, and Stein [1982]. It was first shown in Kishore and Pearson [1992] that the small gain condition may not be necessary for robust stability with closed-ball perturbed uncertainties. In the same reference, some extensions of stability and performance criteria under various structured/unstructured uncertainties are given. Some further extensions are also presented in Tits and Fan [1995].



## Linear Fractional Transformation

This chapter introduces a new matrix function: linear fractional transformation (LFT). We show that many interesting control problems can be formulated in an LFT framework and thus can be treated using the same technique.

### 10.1 Linear Fractional Transformations

This section introduces the matrix linear fractional transformations. It is well known from the one complex variable function theory that a mapping $F: \mathbb{C} \mapsto \mathbb{C}$ of the form

$$
F(s)=\frac{a+b s}{c+d s}
$$

with $a, b, c$ and $d \in \mathbb{C}$ is called a linear fractional transformation. In particular, if $c \neq 0$ then $F(s)$ can also be written as

$$
F(s)=\alpha+\beta s(1-\gamma s)^{-1}
$$

for some $\alpha, \beta$ and $\gamma \in \mathbb{C}$. The linear fractional transformation described above for scalars can be generalized to the matrix case.

Definition 10.1 Let $M$ be a complex matrix partitioned as

$$
M=\left[\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right] \in \mathbb{C}^{\left(p_{1}+p_{2}\right) \times\left(q_{1}+q_{2}\right)},
$$

and let $\Delta_{\ell} \in \mathbb{C}^{q_{2} \times p_{2}}$ and $\Delta_{u} \in \mathbb{C}^{q_{1} \times p_{1}}$ be two other complex matrices. Then we can formally define a lower $L F T$ with respect to $\Delta_{\ell}$ is the map

$$
\mathcal{F}_{\ell}(M, \bullet): \mathbb{C}^{q_{2} \times p_{2}} \mapsto \mathbb{C}^{p_{1} \times q_{1}}
$$

with

$$
\mathcal{F}_{\ell}\left(M, \Delta_{\ell}\right) \triangleq M_{11}+M_{12} \Delta_{\ell}\left(I-M_{22} \Delta_{\ell}\right)^{-1} M_{21}
$$

provided that the inverse $\left(I-M_{22} \Delta_{\ell}\right)^{-1}$ exists. We can also define an upper $L F T$ with respect to $\Delta_{u}$ as

$$
\mathcal{F}_{u}(M, \bullet): \mathbb{C}^{q_{1} \times p_{1}} \mapsto \mathbb{C}^{p_{2} \times \boldsymbol{q}_{2}}
$$

with

$$
\mathcal{F}_{u}\left(M, \Delta_{u}\right)=M_{22}+M_{21} \Delta_{u}\left(I-M_{11} \Delta_{u}\right)^{-1} M_{12}
$$

provided that the inverse $\left(I-M_{11} \Delta_{u}\right)^{-1}$ exists.
The matrix $M$ in the above LFTs is called the coefficient matrix. The motivation for the terminologies of lower and upper LFTs should be clear from the following diagram representations of $\mathcal{F}_{\ell}\left(M, \Delta_{\ell}\right)$ and $\mathcal{F}_{u}\left(M, \Delta_{u}\right)$ :


The diagram on the left represents the following set of equations:

$$
\begin{aligned}
{\left[\begin{array}{l}
z_{1} \\
y_{1}
\end{array}\right] } & =M\left[\begin{array}{l}
w_{1} \\
u_{1}
\end{array}\right]=\left[\begin{array}{ll}
\Gamma_{11} & M_{12} \\
M \Gamma_{21} & M_{22}
\end{array}\right]\left[\begin{array}{l}
w_{1} \\
u_{1}
\end{array}\right], \\
u_{1} & =\Delta_{\ell} y_{1}
\end{aligned}
$$

while the diagram on the right represents

$$
\begin{aligned}
{\left[\begin{array}{l}
y_{2} \\
z_{2}
\end{array}\right] } & =M\left[\begin{array}{l}
u_{2} \\
w_{2}
\end{array}\right]=\left[\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right]\left[\begin{array}{c}
u_{2} \\
w_{2}
\end{array}\right] \\
u & =\Delta_{u} y_{2}
\end{aligned}
$$

It is easy to verify that the mapping defined on the left diagram is equal to $\mathcal{F}_{\ell}\left(M, \Delta_{\ell}\right)$ and the mapping defined on the right diagram is equal to $\mathcal{F}_{u}\left(M, \Delta_{u}\right)$. So from the above diagrams, $\mathcal{F}_{\ell}\left(M, \Delta_{\ell}\right)$ is a transformation obtained from closing the lower loop on the left diagram; similarly $\mathcal{F}_{u}\left(M, \Delta_{u}\right)$ is a triunsformation obtained from closing the upper loop on the right diagram. In most cases, we will use the general term $L F T$ in referring to both upper and lower LFTs and assume that the contents will distinguish the situations. The reason for this is that one can use either of these notations to express
a given object. Indeed, it is clear that $\mathcal{F}_{u}(N, \Delta)=\mathcal{F}_{\ell}(M, \Delta)$ with $N=\left[\begin{array}{ll}M_{22} & M_{21} \\ M_{12} & M_{11}\end{array}\right]$. It is usually not crucial which expression is used; however, it is often the case that one expression is more convenient than the other for a given problem. It should also be clear to the reader that in writing $\mathcal{F}_{\ell}(M, \Delta)$ (or $\left.\mathcal{F}_{u}(M, \Delta)\right)$ it is implied that $\Delta$ has compatible dimensions.

A useful interpretation of an LFT, e.g., $\mathcal{F}_{\ell}(M, \Delta)$, is that $\mathcal{F}_{\ell}(M, \Delta)$ has a nominal mapping, $M_{11}$, and is perturbed by $\Delta$, while $M_{12}, M_{21}$, and $M_{22}$ reflect a prior knowledge as to how the perturbation affects the nominal map, $M_{11}$. A similar interpretation can be applied to $\mathcal{F}_{u}(M, \Delta)$. This is why LFT is particularly useful in the study of perturbations, which is the focus of the next chapter.

The physical meaning of an LFT in control science is obvious if we take $M$ as a proper transfer matrix. In that case, the LFTs defined above are simply the closed-loop transfer matrices from $w_{1} \mapsto z_{1}$ and $w_{2} \mapsto z_{2}$, respectively, i.e.,

$$
T_{z w 1}=\mathcal{F}_{\ell}\left(M, \Delta_{\ell}\right), \quad T_{z w 2}=\mathcal{F}_{u}\left(M, \Delta_{u}\right)
$$

where $M$ may be the controlled plant and $\Delta$ may be either the system model uncertainties or the controllers.

Definition 10.2 An LFT, $\mathcal{F}_{\ell}(M, \Delta)$, is said to be well defined (or well-posed) if $\left(I-M_{22} \Delta\right)$ is invertible.

Note that this definition is consistent with the well-posedness definition of the feedback system, which requires the corresponding transfer matrix be invertible in $\mathcal{R}_{p}(s)$. It is clear that the study of an LFT that is not well-defined is meaningless, hence throughout the book, whenever an LFT is invoked, it will be assumed implicitly to be well defined. It is also clear from the definition that, for any $M, \mathcal{F}_{\ell}(M, 0)$ is well defined; hence any function that is not well defined at the origin cannot be expressed as an LFT in terms of its variables. For example, $f(\delta)=1 / \delta$ is not an LFT of $\delta$.

In some literature, LFT is used to refer to the following matrix functions:

$$
(A+B Q)(C+D Q)^{-1} \quad \text { or } \quad(C+Q D)^{-1}(A+Q B)
$$

where $C$ is usually assumed to be invertible due to practical consideration. The following is true.

Lemma 10.1 Suppose $C$ is invertible. Then

$$
\begin{aligned}
(A+B Q)(C+D Q)^{-1} & =\mathcal{F}_{\ell}(M, Q) \\
(C+Q D)^{-1}(A+Q B) & =\mathcal{F}_{\ell}(N, Q)
\end{aligned}
$$

with

$$
M=\left[\begin{array}{cc}
A C^{-1} & B-A C^{-1} D \\
C^{-1} & -C^{-1} D
\end{array}\right], \quad N=\left[\begin{array}{cc}
C^{-1} A & C^{-1} \\
B-D C^{-1} A & -D C^{-1}
\end{array}\right]
$$

The converse also holds if $M$ satisfies certain conditions.
Lemma 10.2 Let $\mathcal{F}_{\ell}(M, Q)$ be a given LFT with $M=\left[\begin{array}{ll}M_{11} & M_{12} \\ M_{21} & M_{22}\end{array}\right]$, then
(a) if $M_{12}$ is invertible,

$$
\mathcal{F}_{\ell}(M, Q)=(C+Q D)^{-1}(A+Q B)
$$

with $A=M_{12}^{-1} M_{11}, B=M_{21}-M_{22} M_{12}^{-1} M_{11}, C=M_{12}^{-1}$ and $D=-M_{22} M_{12}^{-1}$, i.e.

$$
\begin{aligned}
{\left[\begin{array}{cc}
A & C \\
B & D
\end{array}\right] } & =\mathcal{F}_{\ell}\left(\left[\begin{array}{cc:c}
0 & 0 & -I \\
M_{21} & 0 & M_{22} \\
\hdashline M_{11} & I & 0
\end{array}\right],-M_{12}^{-1}\right) \\
& =\mathcal{F}_{\ell}\left(\left[\begin{array}{cc:c}
0 & 0 & -I \\
M_{21} & 0 & M_{22} \\
\hdashline \bar{M}_{11} & I & M_{12}+E^{-}
\end{array}\right], E^{-1}\right)
\end{aligned}
$$

for any nonsingular matrix $E$.
(b) if $M_{21}$ is invertible,

$$
\mathcal{F}_{\ell}(M, Q)=(A+B Q)(C+D Q)^{-1}
$$

with $A=M_{11} M_{21}^{-1}, B=M_{12}-M_{11} M_{21}^{-1} M_{22}, C=M_{21}^{-1}$ and $D=-M_{21}^{-1} M_{22}$, i.e.

$$
\begin{aligned}
{\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right] } & =\mathcal{F}_{\ell}\left(\left[\begin{array}{cc:c}
0 & M_{12} & M_{11} \\
0 & 0 & I \\
\hdashline \hdashline I & M_{22} & 0
\end{array}\right],-M_{21}^{-1}\right) \\
& =\mathcal{F}_{\ell}\left(\left[\begin{array}{cc:c}
0 & M_{12} & M_{11} \\
0 & 0 & I \\
\hdashline-I & M_{22} & M_{21}+E
\end{array}\right], E^{-1}\right)
\end{aligned}
$$

for any nonsingular matrix $E$.
However, for an arbitrary LFT $\mathcal{F}_{\ell}(M, Q)$, neither $M_{21}$ nor $M_{12}$ is necessarily square and invertible; therefore, the alternative fractional formula is more restrictive.

It should be pointed out that some seemingly similar functions do not have simple LFT representations. For example,

$$
(A+Q B)(I+Q D)^{-1}
$$

cannot always be written in the form of $\mathcal{F}_{\ell}(M, Q)$ for some $M$; however, it can be written as

$$
(A+Q B)(I+Q D)^{-1}=\mathcal{F}_{\ell}(N, \Delta)
$$

with

$$
N=\left[\begin{array}{c:cc}
A & I & A \\
\hdashline-B & 0 & -B \\
D & 0 & D
\end{array}\right], \quad \Delta=\left[\begin{array}{ll}
Q & \\
& Q
\end{array}\right]
$$

Note that the dimension of $\Delta$ is twice as many as $Q$.
The following lemma summarizes some of the algebraic properties of $L F T \mathrm{~s}$.

Lemma 10.3 Let $M, Q$, and $G$ be suitably partitioned matrices:

$$
M=\left[\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right], \quad Q=\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right], \quad G=\left[\begin{array}{ccc}
A & B_{1} & B_{2} \\
C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right] .
$$

(i) $\mathcal{F}_{u}(M, \Delta)=\mathcal{F}_{l}(N, \Delta)$ with

$$
N=\left[\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right] M\left[\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right]=\left[\begin{array}{ll}
M_{22} & M_{21} \\
M_{12} & M_{11}
\end{array}\right]
$$

where the dimensions of identity matrices are compatible with the partitions of $M$ and $N$.
(ii) Suppose $\mathcal{F}_{u}(M, \Delta)$ is square and well-defined and $M_{22}$ is nonsingular. Then the inverse of $\mathcal{F}_{u}(M, \Delta)$ exists and is also an LFT with respect to $\Delta$ :

$$
\left(\mathcal{F}_{u}(M, \Delta)\right)^{-1}=\mathcal{F}_{u}(N, \Delta)
$$

with $N$ given by

$$
N=\left[\begin{array}{cc}
M_{11}-M_{12} M_{22}^{-1} M_{21} & -M_{12} M_{22}^{-1} \\
M_{22}^{-1} M_{21} & M_{22}^{-1}
\end{array}\right]
$$

(iii) $\mathcal{F}_{u}\left(M, \Delta_{1}\right)+\mathcal{F}_{u}\left(Q, \Delta_{2}\right)=\mathcal{F}_{u}(N, \Delta)$ with

$$
N=\left[\begin{array}{cc:c}
M_{11} & 0 & M_{12} \\
0 & Q_{11} & Q_{12} \\
\hdashline M_{21} & Q_{21} & M_{22}+Q_{22}
\end{array}\right], \quad \Delta=\left[\begin{array}{cc}
\Delta_{1} & 0 \\
0 & \Delta_{2}
\end{array}\right] .
$$

(iv) $\mathcal{F}_{u}\left(M, \Delta_{1}\right) \mathcal{F}_{u}\left(Q, \Delta_{2}\right)=\mathcal{F}_{u}(N, \Delta)$ with

$$
N=\left[\begin{array}{cc:c}
M_{11} & M_{12} Q_{21} & M_{12} Q_{22} \\
0 & M_{11} & Q_{12} \\
\hdashline M_{21} & M_{22} Q_{21} & M_{22} Q_{22}
\end{array}\right], \quad \Delta=\left[\begin{array}{cc}
\Delta_{1} & 0 \\
0 & \Delta_{2}
\end{array}\right] .
$$

(v) Consider the following interconnection structure where the dimensions of $\Delta_{1}$ are compatible with $A$ :


Then the mapping from $w$ to $z$ is given by

$$
\begin{gathered}
\mathcal{F}_{l}\left(\mathcal{F}_{u}\left(G, \Delta_{1}\right), \mathcal{F}_{u}\left(Q, \Delta_{2}\right)\right)=\mathcal{F}_{u}\left(\mathcal{F}_{l}\left(G, \mathcal{F}_{u}\left(Q, \Delta_{2}\right)\right), \Delta_{1}\right)=\mathcal{F}_{u}(N, \Delta) \\
N=\left[\begin{array}{ccc}
A+B_{2} Q_{22} L_{1} C_{2} & B_{2} L_{2} Q_{21} & B_{1}+B_{2} Q_{22} L_{1} D_{21} \\
Q_{12} L_{1} C_{2} & Q_{11}+Q_{12} L_{1} D_{22} Q_{21} & Q_{12} L_{1} D_{21} \\
\hdashline C_{1}+D_{12} L_{2} Q_{22} C_{2} & D_{12} L_{2} Q_{21} & D_{11}+D_{12} Q_{22} \bar{L}_{1} D_{21}
\end{array}\right] \\
\text { where } L_{1}:=\left(I-D_{22} Q_{22}\right)^{-1}, L_{2}:=\left(I-Q_{22} D_{22}\right)^{-1}, \text { and } \Delta=\left[\begin{array}{cc}
\Delta_{1} & 0 \\
0 & \Delta_{2}
\end{array}\right] .
\end{gathered}
$$

Proof. These properties can be straightforwardly verified by the definition of $L F T$, so the proofs are omitted.

Property (v) shows that if the open-loop system parameters are LFTs of some variables, then the closed-loop system parameters are also LFTs of the same variables. This property is particularly useful in perturbation aualysis and in building the interconnection structure. Similar results can be stated for lower LFT. It is usually convenient to interpret an $\operatorname{LFT} \mathcal{F}_{u}(M, \Delta)$ as a state space realization of a generalized system with frequency structure $\Delta$. In fact, all the above properties can be reduced to the standard transfer matrix operations if $\Delta=\frac{1}{s} I$.

The following proposition is concerned with the algebraic properties of $L F T \mathrm{~s}$ in the general control setup.

Lemma 10.4 Let $P=\left[\begin{array}{ll}P_{11} & P_{12} \\ P_{21} & P_{22}\end{array}\right]$ and let $K$ be rational transfer function matrices and let $G=\mathcal{F}_{\ell}(P, K)$. Then
(a) $G$ is proper if $P$ and $K$ are proper with $\operatorname{det}\left(I-P_{22} K\right)(\infty) \neq 0$.
(b) $\mathcal{F}_{\ell}\left(P, K_{1}\right)=\mathcal{F}_{\ell}\left(P, K_{2}\right)$ implies that $K_{1}=: K_{2}$ if $P_{12}$ and $P_{21}$ have normal full column and row rank respectively in $\mathcal{R}_{p}(s)$.
(c) If $P$ and $G$ are proper, $\operatorname{det} P(\infty) \neq 0$, $\operatorname{det}\left(P-\left[\begin{array}{cc}G & 0 \\ 0 & 0\end{array}\right]\right)(\infty) \neq 0$ and $P_{12}$ and $P_{21}$ are square and invertible for almost all $s$, then $K$ is proper and

$$
K=\mathcal{F}_{u}\left(P^{-1}, G\right)
$$

## Proof.

(a) is immediate from the definition of $\mathcal{F}_{\ell}(P, K)$ (or well-posedness condition).
(b) follows from the identity

$$
\mathcal{F}_{\ell}\left(P, K_{1}\right)-\mathcal{F}_{\ell}\left(P, K_{2}\right)=P_{12}\left(I-K_{2} P_{22}\right)^{-1}\left(K_{1}-K_{2}\right)\left(I-P_{22} K_{1}\right)^{-1} P_{21}
$$

(c) it is sufficient to show that the formula for $K$ is well-posed and $K$ thus obtained is proper. Let $Q=P^{-1}$, which will be proper since $\operatorname{det} P(\infty) \neq 0$, and define

$$
K=\mathcal{F}_{u}(Q, G)=Q_{22}+Q_{21} G\left(I-Q_{11} G\right)^{-1} Q_{12}
$$

This expression is well-posed and proper since at $s=\infty$

$$
\begin{aligned}
\operatorname{det}\left(I-Q_{11} G\right) & =\operatorname{det}\left(I-\left[\begin{array}{ll}
I & 0
\end{array}\right] P^{-1}\left[\begin{array}{l}
I \\
0
\end{array}\right] G\right) \\
& =\operatorname{det}\left[P^{-1}\left(P-\left[\begin{array}{cc}
G & 0 \\
0 & 0
\end{array}\right]\right)\right] \neq 0
\end{aligned}
$$

We also need to ensure that $\mathcal{F}_{\ell}(P, K)$ is well-posed:

$$
\begin{aligned}
I-P_{22} K & =\left(I-P_{22} Q_{22}\right)-P_{22} Q_{21} G\left(I-Q_{11} G\right)^{-1} Q_{12} \\
& =P_{21} Q_{12}+P_{21} Q_{11} G\left(I-Q_{11} G\right)^{-1} Q_{12} \\
& =P_{21}\left(I-Q_{11} G\right)^{-1} Q_{12}
\end{aligned}
$$

The above form is obtained by using the fact that $P Q=I$. Then $\operatorname{det}\left(I-P_{22} K\right) \neq 0$ since $P_{21}^{-1}$ exists and $Q_{12}^{-1}=P_{21}-P_{22} P_{12}^{-1} P_{11}$. Hence the LFTs are both well-posed and we immediately obtain that $\mathcal{F}_{\ell}(P, K)=G$ as required upon substituting for $K$ and $\left(I-P_{22} K\right)$, as shown above.

Remark 10.1 This lemma shows that under certain conditions, an LFT of transfer matrices is a bijective map between two sets of proper and real rational matrices. When given proper transfer matrices $P$ and $G$ with compatible dimensions which satisfy conditions in (c), there exists a unique proper $K$ such that $G=\mathcal{F}_{l}(P, K)$. On the other hand, the conditions of part (c) show that the feedback systems are well-posed. $\nabla$

Remark 10.2 A simple interpretation of the result (c) is given by considering the signals in the feedback systems,

assuming this structure is well-posed. And we have

$$
\begin{aligned}
{\left[\begin{array}{l}
z \\
y
\end{array}\right] } & =P\left[\begin{array}{l}
w \\
u
\end{array}\right], \quad u=K y \\
\Rightarrow z & =\mathcal{F}_{\ell}(P, K) w=G w
\end{aligned}
$$

hence

$$
\begin{aligned}
{\left[\begin{array}{l}
w \\
u
\end{array}\right] } & =P^{-1}\left[\begin{array}{l}
z \\
y
\end{array}\right], \quad z=G w \\
\Rightarrow u & =\mathcal{F}_{u}\left(P^{-1}, G\right) y, \quad \text { or } K=\mathcal{F}_{u}\left(P^{-1}, G\right)
\end{aligned}
$$

### 10.2 Examples of LFTs

LFT is a very convenient tool to formulate many mathematical objects. In this section and the sections to follow, some commonly encountered control or mathematical objects are given new perspectives, i.e., they will be examined from the LFT point of view.

## Polynomials

A very commonly encountered object in control and mathematics is a polynomial function. For example,

$$
p(\delta)=a_{0}+a_{1} \delta+\cdots+a_{n} \delta^{n}
$$

with indeterminate $\delta$. It is easy to verify that $p(\delta$; can be written in the following LFT form:

$$
p(\delta)=\mathcal{F}_{\ell}\left(M, \delta I_{n}\right)
$$

with

$$
M=\left[\begin{array}{c:cccc}
a_{0} & a_{1} & \cdots & a_{n} & a_{n} \\
\hdashline 1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
0 & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{array}\right]
$$

Hence every polynomial is a linear fraction of its indeterminates. More generally, any multidimensional (matrix) polynomials are also LFTs in their indeterminates; for example,

$$
p\left(\delta_{1}, \delta_{2}\right)=a_{1} \delta_{1}^{2}+a_{2} \delta_{2}^{2}+a_{3} \delta_{1} \delta_{2}+a_{4} \delta_{1}+a_{5} \delta_{2}+a_{6}
$$

Then

$$
p\left(\delta_{1}, \delta_{2}\right)=\mathcal{F}_{\ell}(N, \Delta)
$$

with

$$
\mathrm{N}=\left[\begin{array}{c:cccc}
a_{6} & 1 & 0 & 1 & 0 \\
\hdashline a_{4} & 0 & a_{1} & 0 & a_{3} \\
1 & 0 & 0 & 0 & 0 \\
a_{5} & 0 & 0 & 0 & a_{2} \\
1 & 0 & 0 & 0 & 0
\end{array}\right], \quad \Delta=\left[\begin{array}{ll}
\delta_{1} I_{2} & \\
& \delta_{2} I_{2}
\end{array}\right]
$$

It should be noted that these representations or realizations of polynomials are neither unique nor necessarily minimal. Here a minimal realization refers to a realization with the smallest possible dimension of $\Delta$. As commonly known, in multidimensional systems and filter theory, it is usually very hard, if not impossible, to find a minimal realization for even a two variable polynomial. In fact, the minimal dimension of $\Delta$ depends also on the field (real, complex, etc.) of the realization. More detailed discussion of this issue is beyond the scope of this book, the interested readers should consult the references in 2-d or n-d systems or filter theory.

## Rational Functions

As another example of LFT representation, we consider a rational matrix function (not necessarily proper), $F\left(\delta_{1}, \delta_{2}, \ldots, \delta_{m}\right)$, with a finite value at the origin: $F(0,0, \ldots, 0)$ is finite. Then $F\left(\delta_{1}, \delta_{2}, \ldots, \delta_{m}\right)$ can be written as an LFT in $\left(\delta_{1}, \delta_{2}, \ldots, \delta_{m}\right)$ (some $\delta_{i}$ may be repeated). To see that, write

$$
F\left(\delta_{1}, \delta_{2}, \cdots, \delta_{m}\right)=\frac{N\left(\delta_{1}, \delta_{2}, \cdots, \delta_{m}\right)}{d\left(\delta_{1}, \delta_{2}, \cdots, \delta_{m}\right)}=N\left(\delta_{1}, \delta_{2}, \cdots, \delta_{m}\right)\left(d\left(\delta_{1}, \delta_{2}, \cdots, \delta_{m}\right) I\right)^{-1}
$$

where $N\left(\delta_{1}, \delta_{2}, \cdots, \delta_{m}\right)$ is a multidimensional matrix polynomial and $d\left(\delta_{1}, \delta_{2}, \ldots, \delta_{m}\right)$ is a scalar multidimensional polynomial with $d(0,0, \cdots, 0) \neq 0$. Both N and $d I$ can be represented as LFTs, and, furthermore, since $d(0,0, \cdots, 0) \neq 0$, the inverse of $d I$ is also an LFT as shown in Lemma 10.3. Now the conclusion follows by the fact that the product of LFTs is also an LFT. (Of course, the above LFT representation problem is exactly the problem of state space realization for a multidimensional transfer matrix.) However, this is usually not a nice way to get an LFT representation for a rational matrix since this approach usually results in a much higher dimensioned $\Delta$ than required. For example,

$$
f(\delta)=\frac{\alpha+\beta \delta}{1+\gamma \delta}=\mathcal{F}_{\ell}(M, \delta)
$$

with

$$
M=\left[\begin{array}{c:c}
\alpha & \beta-\alpha \gamma \\
\hdashline 1 & -
\end{array}\right] .
$$

By using the above approach, we would end up with

$$
f(\delta)=\mathcal{F}_{\ell}\left(N, \delta I_{2}\right)
$$

and

$$
N=\left[\begin{array}{c:cc}
\alpha & \beta & -\downarrow x \\
\hdashline 1 & 0 & \cdots \gamma \\
1 & 0 & -\gamma
\end{array}\right.
$$

Although the latter can be reduced to the former, it is not easy to see how to carry out such reduction for a complicated problem, even if it is possible.

## State Space Realizations

We can use the LFT formulae to establish the celationship between transfer matrices and their state space realizations. A system with a state space realization as

$$
\begin{aligned}
& \dot{x}=A x+B u \\
& y=C x+D u
\end{aligned}
$$

has a transfer matrix of

$$
G(s)=D+C(s I-A)^{-1} B=F_{u}\left(\left[\begin{array}{ll}
A & B \\
C & D
\end{array}, \frac{1}{s} I\right)\right.
$$

Now take $\mathrm{A}=\frac{1}{s} I$, the transfer matrix can be witten as

$$
\left.G(s)=\mathcal{F}_{u}\left[\begin{array}{ll}
A \\
C
\end{array}\right], \mathrm{A}\right)
$$

More generally, consider a discrete time 2-D (or MD) system realized by the first-order state space equation

$$
\begin{aligned}
& x_{1}\left(k_{1}+1, k_{2}\right)=A_{11} x_{1}\left(k_{1}, k_{2}\right)+A_{12} x_{2}\left(k_{1}, k_{2}\right)+B_{1} u\left(k_{1}, k_{2}\right) \\
& x_{2}\left(k_{1}, k_{2}+1\right)=A_{21} x_{1}\left(k_{1}, k_{2}\right)+A_{22} x_{2}\left(k_{1}, k_{2}\right)+B_{2} u\left(k_{1}, k_{2}\right) \\
& y\left(k_{1}, k_{2}\right)
\end{aligned}=C_{1} x_{1}\left(k_{1}, k_{2}\right)+C x_{2}\left(k_{1}, k_{2}\right)+D u\left(k_{1}, k_{2}\right) .
$$

In the same way, take

$$
\Delta=\left[\begin{array}{cc}
z_{1}^{-1} I & 0 \\
0 & z_{2}^{-1} I
\end{array} \left\lvert\,=:\left[\begin{array}{cc}
\delta_{1} I & \bigcup \\
0 & \delta_{2} I_{I}
\end{array}\right.\right.\right.
$$

where $z_{i}$ denotes the forward shift operator, and let

$$
A \triangleq\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right], \quad B \triangleq\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right], \quad C \triangleq\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]
$$

then its transfer matrix is

$$
\begin{aligned}
G\left(z_{1}, z_{2}\right) & =D+C\left(\left[\begin{array}{cc}
z_{1} I & 0 \\
0 & z_{2} I
\end{array}\right]-A\right)^{-1} B=D+C \Delta(I-\Delta A)^{-1} B \\
& =: \mathcal{F}_{u}\left(\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right], \Delta\right)
\end{aligned}
$$

Both formulations can correspond to the following diagram:


The following notation for a transfer matrix has already been adopted in the previous chapters:

$$
\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]:=\mathcal{F}_{u}\left(\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right], \Delta\right) .
$$

It is easy to see that this notation can be adopted for general dynamical systems, e.g., multidimensional systems, as far as the structure $\Delta$ is specified. This notation means that the transfer matrix can be expressed as an LFT of $\Delta$ with the coefficient matrix $\left[\begin{array}{cc}A & B \\ C & D\end{array}\right]$. In this special case, we say the parameter matrix $\Delta$ is the frequency structure of the system state space realization. This notation is deliberately somewhat ambiguous and can be viewed as both a transfer matrix and one of its realizations. The ambiguity is benign and convenient and can always be resolved from the context.

## Frequency Transformation

The bilinear transformation between the $z$-domain and $s$-domain

$$
s=\frac{z+1}{z-1}
$$

transforms the unit disk to the left-half plane and is the simplest example of an LFT. We may rewrite it in our standard form as

$$
\frac{1}{s} I=I-\sqrt{2} I z^{-1} I \quad\left(I+z^{-1} I\right)^{-1} \sqrt{2} I=\mathcal{F}_{u}\left(N, z^{-1} I\right)
$$

where

$$
N=\left[\begin{array}{cc}
I & \sqrt{2} I \\
-\sqrt{2} I & -I
\end{array}\right]
$$

Now consider a continuous system

$$
G(s)=\left[\begin{array}{l|l}
A & B \\
\hline C & D
\end{array}\right]=\mathcal{F}_{u}\left(M, \frac{1}{s} I\right)
$$

where

$$
M=\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]
$$

then the corresponding discrete time system realization is given by

$$
\tilde{G}(z)=\mathcal{F}_{u}\left(M, \frac{z-1}{z+1} I\right)=\mathcal{F}_{u}\left(M, \mathcal{F}_{u}\left(N, z^{-1} I\right)\right)=\mathcal{F}_{u}\left(\tilde{M}, z^{-1} I\right)
$$

with

$$
\tilde{M}=\left[\begin{array}{cc}
-(I-A)^{-1}(I+A) & -\sqrt{2}(I-A)^{-1} B \\
\sqrt{2} C(I-A)^{-1} & C(I-A)^{-1} B+D
\end{array}\right]
$$

The transformation from the $z$-domain to the $s$-domain can be obtained similarly.

## Simple Block Diagrams

A feedback system with the following block diagram

can be rearranged as an LFT:

with

$$
w=\binom{d}{n} \quad z=\binom{v}{u_{f}}
$$

and

$$
G=\left[\begin{array}{cc:c}
W_{2} P & 0 & W_{2} P \\
0 & 0 & W_{1} \\
\hdashline-F & -\bar{F} & -\bar{F} \bar{P}
\end{array}\right] .
$$

## Constrained Structure Synthesis

Using the properties of LFTs, we can show that constrained structure control synthesis problems can be converted to constrained structure constant output feedback problems. Consider the synthesis structure in the last example and assume

$$
G=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
\hline C_{2} & D_{21} & D_{22}
\end{array}\right] \quad K=\left[\begin{array}{l|l}
A_{K} & B_{K} \\
\hline C_{K} & D_{K}
\end{array}\right] .
$$

Then it is easy to show that

$$
\mathcal{F}_{\ell}(G, K)=\mathcal{F}_{\ell}(M(s), F)
$$

where

$$
M(s)=\left[\begin{array}{cc|c:cc}
A & 0 & B_{1} & 0 & B_{2} \\
0 & 0 & 0 & I & 0 \\
\hline C_{1} & 0 & D_{11} & 0 & D_{12} \\
\hdashline 0 & I & 0 & 0 & 0 \\
C_{2} & 0 & D_{21} & 0 & D_{22}
\end{array}\right]
$$

and

$$
F=\left[\begin{array}{cc}
A_{K} & B_{K} \\
C_{K} & D_{K}
\end{array}\right]
$$

Note that $F$ is a constant matrix, not a system matrix. Hence if the controller structure is fixed (or constrained), then the corresponding control problem becomes a constant (constrained) output feedback problem.

## Parametric Uncertainty: A Mass/Spring/Damper System

One natural type of uncertainty is unknown coefficients in a state space model. To motivate this type of uncertainty description, we will begin with a familiar mass/spring/damper system, shown below in Figure 10.1.

The dynamical equation of the system motion can be described by

$$
\ddot{x}+\frac{c}{m} \dot{x}+\frac{k}{m} x=\frac{F}{m} .
$$



Figure 10.1: Mass/Spring, Damper System

Suppose that the 3 physical parameters $m, c$, and $k$ are not known exactly, but are believed to lie in known intervals. In particular, the actual mass $m$ is within $10 \%$ of a nominal mass, $\bar{m}$, the actual damping value $s$ is within $20 \%$ of a nominal value of $\bar{c}$, and the spring stiffness is within $30 \%$ of its nominal value of $\bar{k}$. Now introducing perturbations $\delta_{m}, \delta_{c}$, and $\delta_{k}$, which are assumer to be unknown but lie in the interval $[-1,1]$, the block diagram for the dynamical sys:em can be shown in Figure 10.2.


Figure 10.2: Block Diagram of Mass/'Spring/Damper Equation
It is easy to check that $\frac{1}{m}$ can be represented as an LFT in $\delta_{m}$ :

$$
\frac{1}{m}=\frac{1}{\bar{m}\left(1+0.1 \delta_{m}\right)}=\frac{1}{\bar{m}}-\frac{0.1}{\bar{m}} \delta_{m}\left(1+0.1 \delta_{m}\right)^{-1}=\mathcal{F}_{\ell}\left(M_{1}, \delta_{m}\right) .
$$

with $M_{1}=\left[\begin{array}{cc}\frac{1}{\bar{m}} & -\frac{0.1}{\bar{m}} \\ 1 & -0.1\end{array}\right]$. Suppose that the input signals of the dynamical system are selected as $x_{1}=x, x_{2}=\dot{x}, F$, and the output signals are selected as $\dot{x}_{1}$ and $\dot{x}_{2}$. To represent the system model as an LFT of the natural uncertainty parameters $\delta_{m}, \delta_{c}$ and $\delta_{k}$, we shall first isolate the uncertainty parameters and denote the inputs and outputs of $\delta_{k}, \delta_{c}$ and $\delta_{m}$ as $y_{k}, y_{c}, y_{m}$ and $u_{k}, u_{c}, u_{m}$, respectively, as shown in Figure 10.3. Then

$$
\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2} \\
y_{k} \\
y_{c} \\
y_{m}
\end{array}\right]=\left[\begin{array}{cccccc}
0 & 1 & 0 & 0 & 0 & 0 \\
-\frac{\bar{k}}{\bar{m}} & -\frac{\bar{c}}{\bar{m}} & \frac{1}{\bar{m}} & -\frac{1}{\bar{m}} & -\frac{1}{\bar{m}} & -\frac{0.1}{\bar{m}} \\
0.3 \bar{k} & 0 & 0 & 0 & 0 & 0 \\
0 & 0.2 \bar{c} & 0 & 0 & 0 & 0 \\
-\bar{k} & -\bar{c} & 1 & -1 & -1 & -0.1
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
F \\
u_{k} \\
u_{c} \\
u_{m}
\end{array}\right],\left[\begin{array}{l}
u_{k} \\
u_{c} \\
u_{m}
\end{array}\right]=\Delta\left[\begin{array}{c}
y_{k} \\
y_{c} \\
y_{m}
\end{array}\right]
$$

i.e.,

$$
\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right]=\mathcal{F}_{\ell}(M, \Delta)\left[\begin{array}{c}
x_{1} \\
x_{2} \\
F
\end{array}\right]
$$

where

$$
M=\left[\begin{array}{ccc:ccc}
0 & 1 & 0 & 0 & 0 & 0 \\
\hdashline \frac{\bar{k}}{\bar{m}} & -\frac{\bar{c}}{\bar{m}} & \frac{1}{m} & -\frac{1}{m} & -\frac{1}{\bar{m}} & -\frac{0.1}{\bar{m}} \\
\hdashline 0.3 \bar{k} & 0 & 0 & 0 & 0 & 0 \\
0 & 0.2 \bar{c} & 0 & 0 & 0 & 0 \\
-\bar{k} & -\bar{c} & 1 & -1 & -1 & -0.1
\end{array}\right], \quad \Delta=\left[\begin{array}{ccc}
\delta_{k} & 0 & 0 \\
0 & \delta_{c} & 0 \\
0 & 0 & \delta_{m}
\end{array}\right] .
$$

## General Affine State-Space Uncertainty

We will consider a special class of state space models with unknown coefficients and show how this type of uncertainty can be represented via the LFT formulae with respect to an uncertain parameter matrix so that the perturbations enter the system in a feedback form. This type of modeling will form the basic building blocks for components with parametric uncertainty.

Consider a linear system $G_{\delta}(s)$ that is parameterized by $k$ uncertain parameters, $\delta_{1}, \ldots, \delta_{k}$, and has the realization

$$
G_{\delta}(s)=\left[\begin{array}{c|c}
A+\sum_{i=1}^{k} \delta_{i} \hat{A}_{i} & B+\sum_{i=1}^{k} \delta_{i} \hat{B}_{i} \\
\hline C+\sum_{i=1}^{k} \delta_{i} \hat{C}_{2} & D+\sum_{i=1}^{k} \delta_{i} \hat{D}_{i}
\end{array}\right] .
$$



Figure 10.3: Mass/Spring/Damper System

Here $A, \hat{A}_{i} \in \mathbb{R}^{n \times n}, B, \hat{B}_{i} \in \mathbb{R}^{n \times n_{u}}, C, \hat{C}_{i} \in \mathbb{R}^{n_{y} \times n}$, and $D, \hat{D}_{i} \in \mathbb{R}^{n_{y} \times n_{u}}$.
The various terms in these state equations are interpreted as follows: the nominal system description $G(s)$, given by known matrices $A, B, C$, and $D$, is $(A, B, C, D)$ and the parametric uncertainty in the nominal system is reflected by the $k$ scalar uncertain parameters $\delta_{1}, \ldots, \delta_{k}$, and we can specify them, say by $\delta_{i} \in[-1,1]$. The structural knowledge about the uncertainty is contained is the matrices $\hat{A}_{i}, \hat{B}_{i}, \hat{C}_{i}$, and $\hat{D}_{i}$. They reflect how the $i$ 'th uncertainty, $\delta_{i}$, affects the state space model.

Now, we consider the problem of describing the perturbed system via the LFT formulae so that all the uncertainty can be represented as a nominal system with the unknown parameters entering it as the feedback gains. This is shown in Figure 10.4.

Since $G_{\delta}(s)=\mathcal{F}_{u}\left(M_{\delta}, \frac{1}{s} I\right)$ where

$$
M_{\delta} \triangleq\left[\begin{array}{cc}
A+\sum_{i=1}^{k} \delta_{i} \hat{A}_{i} & B+\sum_{i=1}^{k} \delta_{i} \hat{B}_{i} \\
C+\sum_{i=1}^{k} \delta_{i} \hat{C}_{i} & D+\sum_{i=1}^{k} \delta_{i} \hat{D}_{i}
\end{array}\right]
$$

we need to find an LFT representation for the matrix $M_{\delta}$ with respect to

$$
\Delta_{p}=\operatorname{diag}\left\{\delta_{1} I, \delta_{2} I, \ldots \delta_{k} I\right\}
$$

To achieve this with the smallest possible size of repeated blocks, let $q_{i}$ denote the rank


Figure 10.4: LFT Representation of State Space Uncertainty
of the matrix

$$
P_{i} \triangleq\left[\begin{array}{cc}
\hat{A}_{i} & \hat{B}_{i} \\
\hat{C}_{i} & \hat{D}_{i}
\end{array}\right] \in \mathbb{R}^{\left(n+n_{y}\right) \times\left(n+n_{u}\right)}
$$

for each $i$. Then $P_{i}$ can be written as

$$
P_{i}=\left[\begin{array}{c}
L_{i} \\
W_{i}
\end{array}\right]\left[\begin{array}{c}
R_{i} \\
Z_{i}
\end{array}\right]^{*}
$$

where $L_{i} \in \mathbb{R}^{n \times q_{i}}, W_{i} \in \mathbb{R}^{n_{y} \times q_{i}}, R_{i} \in \mathbb{R}^{n \times q_{i}}$ anci $Z_{i} \in \mathbb{R}^{n_{i 1} \times q_{i}}$. Hence, we have

$$
\delta_{i} P_{i}=\left[\begin{array}{c}
L_{i} \\
W_{i}
\end{array}\right]\left[\delta_{i} I_{q_{i}}\right]\left[\begin{array}{c}
R_{i} \\
Z_{i}
\end{array}\right]^{*},
$$

and $M_{\delta}$ can be written as

$$
M_{\delta}=\overbrace{\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right]}^{M_{11}}+\overbrace{\left[\begin{array}{ccc}
L_{1} & \cdots & L_{k} \\
W_{1} & \cdots & W_{k}
\end{array}\right]}^{M_{12}} \overbrace{\left[\begin{array}{lll}
\delta_{1} I_{q_{1}} & & \\
& \ddots & \\
& & \delta_{k} I_{q_{k}}
\end{array}\right]}^{\Delta_{p}} \overbrace{\left[\begin{array}{cc}
R_{1}^{*} & Z_{1}^{*} \\
\vdots & \vdots \\
R_{k}^{*} & Z_{k}^{*}
\end{array}\right]}^{M_{21}}
$$

i.e.

$$
M_{\delta}=\mathcal{F}_{\ell}\left(\left[\begin{array}{cc}
M_{11} & M_{12}^{\prime} \\
M_{21} & 1
\end{array}\right], \Delta_{p}\right)
$$

Therefore, the matrices $B_{2}, C_{2}, D_{12}, D_{21}$, and $D_{2}$ in the diagram are

$$
\begin{aligned}
B_{2} & =\left[\begin{array}{llll}
L_{1} & L_{2} & \cdots & L_{k}
\end{array}\right] \\
D_{12} & =\left[\begin{array}{llll}
W_{1} & W_{2} & \cdots & W_{k}
\end{array}\right] \\
C_{2} & =\left[\begin{array}{llll}
R_{1} & R_{2} & \cdots & R_{k}
\end{array}\right]^{*} \\
D_{21} & =\left[\begin{array}{llll}
Z_{1} & Z_{2} & \cdots & Z_{k}
\end{array}\right]^{*} \\
D_{22} & =0
\end{aligned}
$$

and

$$
G_{\delta}(\Delta)=\mathcal{F}_{u}\left(\mathcal{F}_{\ell}\left(\left[\begin{array}{cc}
M_{11} & M_{12} \\
M_{21} & 0
\end{array}\right], \Delta_{p}\right), \frac{1}{s} I\right)
$$

### 10.3 Basic Principle

We have studied several simple examples of the use of LFTs and, in particular, their role in modeling uncertainty. The basic principle at work here in writing a matrix LFT is often referred to as "pulling out the $\Delta s$ ". We will try to illustrate this with another picture. Consider a structure with four substructures interconnected in some known way as shown in Figure 10.5.


Figure 10.5: Multiple Source of Uncertain Structure
This diagram can be redrawn as a standard one via "pulling out the $\Delta \mathrm{s}$ " in Figure 10.6. Now the matrix " $M$ " of the LFT can be obtained by computing the corresponding transfer matrix in the shadowed box.

We shall illustrate the above principle with an example. Consider an input/output relation

$$
z=\frac{a+b \delta_{2}+c \delta_{1} \delta_{2}^{2}}{1+d \delta_{1} \delta_{2}+e \delta_{1}^{2}} w=: G w
$$

where $a, b, c, d$ and $e$ are given constants or transfer functions. We would like to write $G$ as an LFT in terms of $\delta_{1}$ and $\delta_{2}$. We shall do this in three steps:

1. Draw a block diagram for the input/output relation with each $\delta$ separated as shown in Figure 10.7.
2. Mark the inputs and outputs of the $\delta$ 's as $y$ 's and $u$ 's, respectively. (This is essentially pulling out the $\delta s$ ).
3. Write $z$ and $y$ 's in terms of $w$ and $u$ 's with all $\delta$ 's taken out. (This step is equivalent to computing the transformation in the shadowed box in Figure 10.6.)

$$
\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4} \\
z
\end{array}\right]=M\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3} \\
u_{4} \\
w
\end{array}\right]
$$



Figure 10.6: Pulling out the $\Delta \mathrm{s}$
where

$$
M=\left[\begin{array}{cccc:c}
0 & -e & -d & 0 & 1 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & -b e & -b d+c & 0 & b \\
\hdashline 0 & -a e & -a d & \mathbf{1} & a
\end{array}\right] .
$$

Then

$$
z=\mathcal{F}_{u}(M, \Delta) w, \quad \Delta==\left[\begin{array}{cc}
\delta_{1} I_{2} & 0 \\
0 & \delta_{2} I_{2}
\end{array}\right] .
$$

All LFT examples in the last section can be obtained following the above steps.

### 10.4 Redheffer Star-Products

The most important property of LFTs is that any interconnection of LFTs is again an LFT. This property is by far the most often used and is the heart of LFT machinery. Indeed, it is not hard to see that most of the interconnection structures discussed early, e.g., feedback and cascade, can be viewed as special cases of the so-called star product.


Figure 10.7: Block diagram for $G$

Suppose that $P$ and $K$ are compatibly partitioned matrices

$$
P=\left[\begin{array}{ll}
P_{11} & P_{12} \\
P_{21} & P_{22}
\end{array}\right], \quad K=\left[\begin{array}{ll}
K_{11} & K_{12} \\
K_{21} & K_{22}
\end{array}\right]
$$

such that the matrix product $P_{22} K_{11}$ is well defined and square, and assume further that $I-P_{22} K_{11}$ is invertible. Then the star product of $P$ and $K$ with respect to this partition is defined as

$$
\mathcal{S}(P, K):=\left[\begin{array}{cc}
F_{l}\left(P, K_{11}\right) & P_{12}\left(I-K_{11} P_{22}\right)^{-1} K_{12} \\
K_{21}\left(I-P_{22} K_{11}\right)^{-1} P_{21} & F_{u}\left(K, P_{22}\right)
\end{array}\right] .
$$

Note that this definition is dependent on the partitioning of the matrices $P$ and $K$ above. In fact, this star product may be well defined for one partition and not well defined for another; however, we will not explicitly show this dependence because it is always clear from the context. In a block diagram, this dependence appears, as shown in Figure 10.8.

Now suppose that $P$ and $K$ are transfer matrices with state space representations:

$$
P=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right] \quad K=\left[\begin{array}{c|cc}
A_{K} & B_{K 1} & B_{K 2} \\
\hline C_{K 1} & D_{K 11} & D_{K 12} \\
C_{K 2} & D_{K 21} & D_{K 22}
\end{array}\right] .
$$

Then the transfer matrix

$$
\mathcal{S}(P, K):\left[\begin{array}{l}
w \\
\hat{w}
\end{array}\right] \mapsto\left[\begin{array}{l}
z \\
\hat{z}
\end{array}\right]
$$



Figure 10.8: Interconnection of LFTs
has a representation

$$
\mathcal{S}(P, K)=\left[\begin{array}{c|cc}
\bar{A} & \bar{B}_{1} & \bar{B}_{2} \\
\hline \bar{C}_{1} & \bar{D}_{11} & \bar{D}_{12} \\
\bar{C}_{2} & \bar{D}_{21} & \bar{D}_{22}
\end{array}\right]=\left[\begin{array}{c|c}
\bar{A} & \bar{B} \\
\hline \bar{C} & \bar{D}
\end{array}\right]
$$

where

$$
\begin{aligned}
& \bar{A}=\left[\begin{array}{cc}
A+B_{2} \tilde{R}^{-1} D_{K 11} C_{2} & B_{2} \tilde{R}^{-1} C_{K 1} \\
B_{K 1} R^{-1} C_{2} & A_{K}+B_{K 1} R^{-1} D_{22} C_{K 1}
\end{array}\right] \\
& \bar{B}=\left[\begin{array}{cc}
B_{1}+B_{2} \tilde{R}^{-1} D_{K 11} D_{21} & B_{2} \tilde{R}^{-1} D_{K 12} \\
B_{K 1} R^{-1} D_{21} & B_{K 2}+B_{K 1} R^{-1} D_{22} D_{K 12}
\end{array}\right] \\
& \bar{C}=\left[\begin{array}{cc}
C_{1}+D_{12} D_{K 11} R^{-1} C_{2} & D_{12} \tilde{R}^{-1} C_{K 1} \\
D_{K 21} R^{-1} C_{2} & C_{K 2}+D_{K 21} R^{-1} D_{22} C_{K 1}
\end{array}\right] \\
& \bar{D}=\left[\begin{array}{cc}
D_{11}+D_{12} D_{K 11} R^{-1} D_{21} & D_{12} \tilde{R}^{-1} D_{K 12} \\
D_{K 21} R^{-1} D_{21} & D_{K 22}+D_{K 21} R^{-1} D_{22} D_{K 12}
\end{array}\right] \\
& R=I-D_{22} D_{K 11}, \\
& R=I-D_{K 11} D_{22}
\end{aligned}
$$

In fact, it is easy to show that

$$
\begin{aligned}
& \bar{A}=\mathcal{S}\left(\left[\begin{array}{cc}
A & B_{2} \\
C_{2} & D_{22}
\end{array}\right],\left[\begin{array}{cc}
D_{K 11} & C_{K 1} \\
B_{K 1} & A_{K}
\end{array}\right]\right) \\
& \bar{B}=\mathcal{S}\left(\left[\begin{array}{cc}
B_{1} & B_{2} \\
D_{21} & D_{22}
\end{array}\right],\left[\begin{array}{cc}
D_{K 11} & D_{K 12} \\
B_{K 1} & B_{K 2}
\end{array}\right]\right),
\end{aligned}
$$

$$
\begin{aligned}
\bar{C} & =\mathcal{S}\left(\left[\begin{array}{ll}
C_{1} & D_{12} \\
C_{2} & D_{22}
\end{array}\right],\left[\begin{array}{ll}
D_{K 11} & C_{K 1} \\
D_{K 21} & C_{K 2}
\end{array}\right]\right) \\
\bar{D} & =\mathcal{S}\left(\left[\begin{array}{ll}
D_{11} & D_{12} \\
D_{21} & D_{22}
\end{array}\right],\left[\begin{array}{ll}
D_{K 11} & D_{K 12} \\
D_{K 21} & D_{K 22}
\end{array}\right]\right) .
\end{aligned}
$$

### 10.5 Notes and References

This chapter is based on the lecture notes by Packard [1991] and the paper by Doyle, Packard, and Zhou [1991].


## Structured Singular Value

It is noted that the robust stability and robust performance criteria derived in Chapter 9 vary with the assumptions on the uncertainty descriptions and performance requirements. We will show in this chapter that they can all be treated in a unified framework using the LFT machinery introduced in the last chapter and the structured singular value to be introduced in this chapter. This, of course, does not mean that those special problems and their corresponding results are not important; on the contrary, they are sometimes very enlightening to our understanding of complex problems such as those in which complex problems are formed from simple problems. On the other hand, a unified approach may relieve the mathematical burden of dealing with specific problems repeatedly. Furthermore, the unified framework introduced here will enable us to treat exactly the robust stability and robust performance problems for systems with multiple sources of uncertainties, which is a formidable problem in the standing point of Chapter 9 , in the same fashion as single unstructured uncertainty. Indeed, if a system is subject to multiple sources of uncertainties, in order to use the results in Chapter 9 for unstructured cases, it is necessary to reflect all sources of uncertainties from their known point of occurrence to a single reference location in the loop. Such reflected uncertainties invariably have a great deal of structure which must then be "covered up" with a large, arbitrarily more conservative perturbation in order to maintain a simple cone bounded representation at the reference location. Readers might have already had some idea about the conservativeness in such reflection from the skewed specification problem, where an input multiplicative uncertainty of the plant is reflected at the output and the size of the reflected uncertainty is proportional to the condition number of the plant. In general, the reflected uncertainty may be proportional to the condition
number of the transfer matrix between its original location and the reflected location. Thus it is highly desirable to treat the uncertainties as they are and where they are. The structured singular value is defined exactly for that purpose.

### 11.1 General Framework for System Robustness

As we have illustrated in the last chapter, any interconnected system may be rearranged to fit the general framework in Figure 11.1. Although the interconnection structure can become quite complicated for complex systems, many software packages, such as SIMULINK ${ }^{1}$ and $\mu$-TOOLS ${ }^{2}$, are available whit $h$ could be used to generate the interconnection structure from system components. Various modeling assumptions will be considered and the impact of these assumptions on analysis and synthesis methods will be explored in this general framework.

Note that uncertainty may be modeled in two ways, either as external inputs or as perturbations to the nominal model. The prformance of a system is measured in terms of the behavior of the outputs or errors. The assumptions which characterize the uncertainty, performance, and nominal models determine the analysis techniques which must be used. The models are assumed to be FDLTI systems. The uncertain inputs are assumed to be either filtered white noise or weighted power or weighted $\mathcal{L}_{p}$ signals. Performance is measured as weighted output variances, or as power, or as weighted output $\mathcal{L}_{p}$ norms. The perturbations are assumed to be themselves FDLTI systems which are norm-bounded as input-output operators. Various combinations of these assumptions form the basis for all the standard linear system analysis tools.

Given that the nominal model is an FDLTI system, the interconnection system has the form

$$
P(s)=\left[\begin{array}{lll}
P_{11}(s) & P_{12}(s) & P_{13}(s) \\
P_{21}(s) & P_{22}(s) & P_{23}(s) \\
P_{31}(s) & P_{32}(s) & P_{33}(s)
\end{array}\right]
$$

and the closed-loop system is an LFT on the perturbation and the controller given by

$$
\begin{aligned}
z & =\mathcal{F}_{u}\left(\mathcal{F}_{\ell}(P, K), \Delta\right) w \\
& =\mathcal{F}_{\ell}\left(\mathcal{F}_{u}(P, \Delta), K\right) w .
\end{aligned}
$$

We will focus our discussion in this section on analysis methods; therefore, the controller may be viewed as just another system component and absorbed into the interconnection structure. Denote

$$
M(s)=\mathcal{F}_{\ell}(P(s), K(s))=\left[\begin{array}{ll}
M_{11}(s) & M_{12}(s) \\
M_{21}(s) & M_{22}(s)
\end{array}\right],
$$

[^10]

Figure 11.1: General Framework
and then the general framework reduces to Figure 11.2, where

$$
z=\mathcal{F}_{u}(M, \Delta) w=\left[M_{22}+M_{21} \Delta\left(I-M_{11} \Delta\right)^{-1} M_{12}\right] w
$$



Figure 11.2: Analysis Framework
Suppose $K(s)$ is a stabilizing controller for the nominal plant $P$. Then $M(s) \in \mathcal{R} \mathcal{H}_{\infty}$. In general, the stability of $\mathcal{F}_{u}(M, \Delta)$ does not necessarily imply the internal stability of the closed-loop feedback system. However, they can be made equivalent with suitably chosen $w$ and $z$. For example, consider again the multiplicatively perturbed system shown in Figure 11.3. Now let

$$
w:=\left[\begin{array}{l}
d_{1} \\
d_{2}
\end{array}\right], \quad z:=\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right]
$$

then the system is robustly stable for all $\Delta(s) \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty}<1$ if and only if $\mathcal{F}_{u}(M, \Delta) \in \mathcal{R} \mathcal{H}_{\infty}$ for all admissible $\Delta$, which is guaranteed by $\left\|M_{11}\right\|_{\infty} \leq 1$. (Note that this is not necessarily equivalent to $\left(I-M_{11} \Delta\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ if $\Delta$ belongs to a closed ball as shown in Theorem 9.5.)

The analysis results presented in the previous chapters together with the associated synthesis tools are summarized in Table 11.1 with various uncertainty modeling assumptions.

However, the analysis is not so simple for systems with multiple sources of model uncertainties, including the robust performance problem for systems with unstructured

| Input <br> Assumptions | Performance <br> Specifications | Perturbation <br> Assumptions | Analysis <br> Tests | Synthesis <br> Methods |
| :---: | :---: | :---: | :---: | :---: |
| $E\left(w(t) w(\tau)^{*}\right)$ <br> $=\delta(t-\tau) I$ | $E\left(z(t)^{*} z(t)\right) \leq 1$ |  |  | LQG |
| $w=U_{0} \delta(t)$ <br> $E\left(U_{0} U_{0}^{*}\right)=I$ | $E\left(\\|z\\|_{2}^{2}\right) \leq 1$ | $\Delta=0$ |  |  |
| $\left\\|M_{22}\right\\|_{2} \leq 1$ | Wiener-Hopf |  |  |  |
| $\\|w\\|_{2} \leq 1$ | $\\|z\\|_{2} \leq 1$ | $\Delta=0$ | $\left\\|M_{22}\right\\|_{\infty} \leq 1$ | Singular Value <br> Loop Shaping |
| $\\|w\\|_{2} \leq 1$ | Internal Stability | $\\|\Delta\\|_{\infty}<1$ | $\left\\|M_{11}\right\\|_{\infty} \leq 1$ | $\mathcal{H}_{\infty}$ |

Table 11.1: General Analysis for Single Source of Uncertainty


Figure 11.3: Multiplicatively Perturbed Systems
uncertainty. As we have shown in the last chapter, if a system is built from components which are themselves uncertain, then, in general, the uncertainty in the system level is structured involving typically a large number of real parameters. The stability analysis involving real parameters is much more involved and is beyond the scope of this book and instead we shall simply cover the real parametric uncertainty with norm bounded dynamical uncertainty. Moreover, the interconnection model $M$ can always be chosen so that $\Delta(s)$ is block diagonal, and, by absorbing any weights, $\|\Delta\|_{\infty}<1$. Thus we shall assume that $\Delta(s)$ takes the form of

$$
\Delta(s)=\left\{\operatorname{diag}\left[\delta_{1} I_{r_{1}}, \ldots, \delta_{s} I_{r_{S}}, \Delta_{1}, \ldots, \Delta_{F}\right]: \quad \delta_{i}(s) \in \mathcal{R} \mathcal{H}_{\infty}, \quad \Delta_{j} \in \mathcal{R} \mathcal{H}_{\infty}\right\}
$$

with $\left\|\delta_{i}\right\|_{\infty}<1$ and $\left\|\Delta_{j}\right\|_{\infty}<1$. Then the system is robustly stable iff the interconnected system in Figure 11.4 is stable.


Figure 11.4: Robust Stability Analysis Framework
The results of Table 11.1 can be applied to the analyses of the system's robust stability in two ways:
(1) $\left\|M_{11}\right\|_{\infty} \leq 1$ implies stability, but not ccnversely, because this test ignores the known block diagonal structure of the uncertainties and is equivalent to regarding $\Delta$ as unstructured. This can be arbitrari y conservative ${ }^{3}$ in that stable systems can have arbitrarily large $\left\|M_{11}\right\|_{\infty}$.
(2) Test for each $\delta_{i}\left(\Delta_{j}\right)$ individually (assuming no uncertainty in other channels). This test can be arbitrarily optimistic because it ignores interaction between the $\delta_{i}\left(\Delta_{j}\right)$. This optimism is also clearly shown in the spinning body example.

The difference between the stability margins (or bounds on $\Delta$ ) obtained in (1) and (2) can be arbitrarily far apart. Only when the margins are close can conclusions be made about the general case with structured uncertainty.

The exact stability and performance analysis for systems with structured uncertainty requires a new matrix function called the structured singular value (SSV) which is denoted by $\mu$.

### 11.2 Structured Singular Value

### 11.2.1 Basic Concept

Conceptually, the structured singular value is nothing but a straightforward generalization of the singular values for constant matrices. To be more specific, it is instructive at this point to consider again the robust stability problem of the following standard feedback interconnection with stable $M(s)$ and $\Delta(s)$.


One important question one might ask is how large $\Delta$ (in the sense of $\|\Delta\|_{\infty}$ ) can be without destabilizing the feedback system. Since the closed-loop poles are given by $\operatorname{det}(I-M \Delta)=0$, the feedback system becomes unstable if $\operatorname{det}(I-M(s) \Delta(s))=0$ for some $s \in \overline{\mathbb{C}}_{+}$. Now let $\alpha>0$ be a sufficiently small number such that the closed-loop system is stable for all stable $\|\Delta\|_{\infty}<\alpha$. Next increase $\alpha$ until $\alpha_{\max }$ so that the closedloop system becomes unstable. So $\alpha_{\max }$ is the robust stability margin. By small gain theorem,

$$
\left.\frac{1}{\alpha_{\max }}=\|M\|_{\infty}:=\sup _{s \in \overline{\mathbb{C}}_{+}} \bar{\sigma}(M i, s)\right)=\sup _{\omega} \bar{\sigma}(M(j \omega))
$$

[^11]if $\Delta$ is unstructured. Note that for any fixed $s \in \overline{\mathbb{C}}_{+}, \bar{\sigma}(M(s))$ can be written as
\[

$$
\begin{equation*}
\bar{\sigma}(M(s))=\frac{1}{\min \{\bar{\sigma}(\Delta): \operatorname{det}(I-M(s) \Delta)=0, \Delta \text { is unstructured }\}} \tag{11.1}
\end{equation*}
$$

\]

In other words, the reciprocal of the largest singular value of $M$ is a measure of the smallest unstructured $\Delta$ that causes instability of the feedback system.

To quantify the smallest destabilizing structured complex $\Delta$, the concept of singular values needs to be generalized. In view of the characterization of the largest singular value of a matrix $M(s)$ given by (11.1), we shall define

$$
\begin{equation*}
\mu_{\Delta}(M(s))=\frac{1}{\min \{\bar{\sigma}(\Delta): \operatorname{det}(I-M(s) \Delta)=0, \Delta \text { is structured }\}} \tag{11.2}
\end{equation*}
$$

as the largest structured singular value of $M(s)$ with respect to the structured complex $\Delta$. Then it is obvious that the robust stability margin of the feedback system with structured complex uncertainty $\Delta$ (real rational $\Delta$ will be considered later) is

$$
\frac{1}{\alpha_{\max }}=\sup _{s \in \overline{\mathbb{C}}_{+}} \mu_{\Delta}(M(s))=\sup _{\omega} \mu_{\Delta}(M(j \omega))
$$

The last equality follows from the following lemma. See also Boyd and Desoer [1985] for a proof using subharmonic function theory.

Lemma 11.1 Let $\Delta$ be a structured set and $M(s) \in \mathcal{R} \mathcal{H}_{\infty}$. Then

$$
\sup _{s \in \overline{\mathbb{C}}_{+}} \mu_{\Delta}(M(s))=\sup _{s \in \mathbb{C}_{+}} \mu_{\Delta}(M(s))=\sup _{\omega} \mu_{\Delta}(M(j \omega))
$$

Proof. It is clear that

$$
\sup _{s \in \overline{\mathbb{C}}_{+}} \mu_{\Delta}(M(s))=\sup _{s \in \mathbb{C}_{+}} \mu_{\Delta}(M(s)) \geq \sup _{\omega} \mu_{\Delta}(M(j \omega)) .
$$

Now suppose $\sup _{s \in \mathbb{C}_{+}} \mu_{\Delta}(M(s))>1 / \alpha$, then by the definition of $\mu$, there is an $s_{o} \in$ $\overline{\mathbb{C}}_{+} \cup\{\infty\}$ and a complex structured $\Delta$ such that $\bar{\sigma}(\Delta)<\alpha$ and $\operatorname{det}\left(I-M\left(s_{o}\right) \Delta\right)=0$. This implies that there is a $0 \leq \hat{\omega} \leq \infty$ and $0<\beta \leq 1$ such that $\operatorname{det}(I-M(j \hat{\omega}) \beta \Delta)=$ 0 . This in turn implies that $\mu_{\Delta}(M(j \hat{\omega}))>1 / \alpha$ since $\bar{\sigma}(\beta \Delta)<\alpha$. In other words, $\sup _{s \in \mathbb{C}_{+}} \mu_{\Delta}(M(s)) \leq \sup _{\omega} \mu_{\Delta}(M(j \omega))$. The proof is complete.

The formal definition and characterization of the structured singular value of a constant matrix will be given below.

### 11.2.2 Definitions of $\mu$

This section is devoted to defining the structured singular value, a matrix function denoted by $\mu(\cdot)$. We consider matrices $M \in \mathbb{C}^{n \times n}$. In the definition of $\mu(M)$, there is an underlying structure $\boldsymbol{\Delta}$ (a prescribed set of block (liagonal matrices) on which everything in the sequel depends. For each problem, this structure is, in general, different; it depends on the uncertainty and performance objectives of the problem. Defining the structure involves specifying three things: the type of each block, the total number of blocks, and their dimensions.

There are two types of blocks: repeated scalar and full blocks. Two nonnegative integers, $S$ and $F$, represent the number of repeated scalar blocks and the number of full blocks, respectively. To bookkeep their dimensions, we introduce positive integers $r_{1}, \ldots, r_{S} ; m_{1}, \ldots, m_{F}$. The $i$ 'th repeated scalar block is $r_{i} \times r_{i}$, while the $j$ 'th full block is $m_{j} \times m_{j}$. With those integers given, we define $\Delta \subset \mathbb{C}^{n \times n}$ as

$$
\begin{equation*}
\boldsymbol{\Delta}=\left\{\operatorname{diag}\left[\delta_{1} I_{r_{1}}, \ldots, \delta_{s} I_{r_{S}}, \Delta_{1}, \ldots, \Delta_{F}\right]: \delta_{i} \in \mathbb{C}, \Delta_{j} \in \mathbb{C}^{m_{j} \times m_{j}}\right\} \tag{11.3}
\end{equation*}
$$

For consistency among all the dimensions, we must have

$$
\sum_{i=1}^{S} r_{i}+\sum_{j=1}^{F} m_{j}=n
$$

Often, we will need norm bounded subsets of $\boldsymbol{\Delta}$, and we introduce the following notation:

$$
\begin{align*}
\mathbf{B} \boldsymbol{\Delta} & =\{\Delta \in \boldsymbol{\Delta}: \bar{\sigma}(\Delta) \leq 1\}  \tag{11.4}\\
\mathbf{B}^{\mathrm{o}} \boldsymbol{\Delta} & =\{\Delta \in \boldsymbol{\Delta}: \bar{\sigma}(\Delta)<1\} \tag{11.5}
\end{align*}
$$

where the superscript " 0 " symbolizes the open ball. To keep the notation as simple as possible in (11.3), we place all of the repeated scalar blocks first; in actuality, they can come in any order. Also, the full blocks do not have to be square, but restricting them as such saves a great deal in terms of notation.
Definition 11.1 For $M \in \mathbb{C}^{n \times n}, \mu_{\boldsymbol{\Delta}}(M)$ is defined as

$$
\begin{equation*}
\mu_{\Delta}(M):=\frac{1}{\min \{\bar{\sigma}(\Delta): \Delta \in \Delta, \operatorname{det}(I-M \Delta)=0\}} \tag{11.6}
\end{equation*}
$$

unless no $\Delta \in \Delta$ makes $I-M \Delta$ singular, in which case $\mu_{\Delta}(M):=0$.
Remark 11.1 Without a loss in generality, the full blocks in the minimal norm $\Delta$ can each be chosen to be dyads (rank $=1$ ). To see this, assume $S=0$, i.e., all blocks are full blocks. Suppose that $I-M \Delta$ is singular for some $\Delta \in \Delta$. Then there is an $x \in \mathbb{C}^{n}$ such that $M \Delta x=x$. Now partition $x$ conformably with $\Delta$ :

$$
x=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{F}
\end{array}\right], \quad x_{i} \in \mathbb{C}^{m_{i}}: i=1, \ldots, F
$$

and let

$$
\tilde{\Delta}_{i}=\left\{\begin{array}{ll}
\frac{\Delta_{i} x_{i} x_{i}^{*}}{\left\|x_{i}\right\|^{2}}, & x_{i} \neq 0 ; \\
0, & x_{i}=0
\end{array} \quad \text { for } i=1,2, \ldots, F .\right.
$$

Define

$$
\tilde{\Delta}=\operatorname{diag}\left\{\tilde{\Delta}_{1}, \tilde{\Delta}_{2}, \ldots, \tilde{\Delta}_{F}\right\}
$$

Then $\bar{\sigma}(\tilde{\Delta}) \leq \bar{\sigma}(\Delta), \tilde{\Delta} x=\Delta x$, and thus $(I-M \tilde{\Delta}) x=(I-M \Delta) x=0$, i.e., $I-M \tilde{\Delta}$ is also singular. Hence we have replaced a general perturbation $\Delta$ which satisfies the singularity condition with a perturbation $\tilde{\Delta}$ that is no larger (in the $\bar{\sigma}(\cdot)$ sense) and has rank 1 for each block but still satisfies the singularity condition.

An alternative expression for $\mu_{\Delta}(M)$ follows from the definition.
Lemma 11.2 $\mu_{\Delta}(M)=\max _{\Delta \in \mathbf{B} \boldsymbol{\Delta}} \rho(M \Delta)$
In view of this lemma, continuity of the function $\mu: \mathbb{C}^{n \times n} \rightarrow \mathbb{R}$ is apparent. In general, though, the function $\mu: \mathbb{C}^{n \times n} \rightarrow \mathbb{R}$ is not a norm, since it doesn't satisfy the triangle inequality; however, for any $\alpha \in \mathbb{C}, \mu(\alpha M)=|\alpha| \mu(M)$, so in some sense, it is related to how "big" the matrix is.

We can relate $\mu_{\Delta}(M)$ to familiar linear algebra quantities when $\Delta$ is one of two extreme sets.

- If $\Delta=\{\delta I: \delta \in \mathbb{C}\}\left(S=1, F=0, r_{1}=n\right)$, then $\mu_{\Delta}(M)=\rho(M)$, the spectral radius of $M$.

Proof. The only $\Delta$ 's in $\Delta$ which satisfy the $\operatorname{det}(I-M \Delta)=0$ constraint are reciprocals of nonzero eigenvalues of $M$. The smallest one of these is associated with the largest (magnitude) eigenvalue, so, $\mu_{\Delta}(M)=\rho(M)$.

- If $\Delta=\mathbb{C}^{n \times n}\left(S=0, F=1, m_{1}=n\right)$, then $\mu_{\Delta}(M)=\bar{\sigma}(M)$.

Proof. If $\bar{\sigma}(\Delta)<\frac{1}{\bar{\sigma}(M)}$, then $\bar{\sigma}(M \Delta)<1$, so $I-M \Delta$ is nonsingular. Applying equation (11.6) implies $\mu_{\Delta}(M) \leq \bar{\sigma}(M)$. On the other hand, let $u$ and $v$ be unit vectors satisfying $M v=\bar{\sigma}(M) u$, and define $\Delta:=\frac{1}{\bar{\sigma}(M)} v u^{*}$. Then $\bar{\sigma}(\Delta)=\frac{1}{\bar{\sigma}(M)}$ and $I-M \Delta$ is obviously singular. Hence, $\mu_{\Delta}(M) \geq \bar{\sigma}(M)$.

Obviously, for a general $\Delta$ as in (11.3) we must have

$$
\begin{equation*}
\left\{\delta I_{n}: \delta \in \mathbb{C}\right\} \subset \Delta \subset \mathbb{C}^{n \times n} \tag{11.7}
\end{equation*}
$$

Hence directly from the definition of $\mu$ and from the two special cases above, we conclude that

$$
\begin{equation*}
\rho(M) \leq \mu_{\Delta}(M) \leq \bar{\sigma}(M) \tag{11.8}
\end{equation*}
$$

These bounds alone are not sufficient for our purposes because the gap between $\rho$ and $\bar{\sigma}$ can be arbitrarily large. For example, suppose $\Delta=\left[\begin{array}{cc}\delta_{1} & 0 \\ 0 & \delta_{2}\end{array}\right]$ and consider
(1) $M=\left[\begin{array}{ll}0 & \beta \\ 0 & 0\end{array}\right]$ for any $\beta>0$. Then $\rho(M)=0$ and $\bar{\sigma}(M)=\beta$. But $\mu(M)=0$ since $\operatorname{det}(I-M \Delta)=1$ for all admissible $\Delta$.
(2) $M=\left[\begin{array}{ll}-1 / 2 & 1 / 2 \\ -1 / 2 & 1 / 2\end{array}\right]$. Then $\rho(M)=0$ and $\bar{\sigma}(M)=1$. Since

$$
\operatorname{det}(I-M \Delta)=1+\frac{\delta_{1}-\delta_{2}}{2}
$$

it is easy to see that $\min \left\{\max _{i}\left|\delta_{i}\right|: 1+\frac{1_{1}-\delta_{2}}{2}=0\right\}=1$, so $\mu(M)=1$.
Thus neither $\rho$ nor $\bar{\sigma}$ provide useful bounds even in simple cases. The only time they do provide reliable bounds is when $\rho \approx \bar{\sigma}$.

However, the bounds can be refined by considering transformations on $M$ that do not affect $\mu_{\Delta}(M)$, but do affect $\rho$ and $\bar{\sigma}$. To do this, define the following two subsets of $\mathbb{C}^{n \times n}$ :

$$
\begin{gather*}
\mathcal{U}=\left\{U \in \Delta: U l^{*}=I_{n}\right\}  \tag{11.9}\\
\mathcal{D}=\left\{\begin{array}{r}
\operatorname{diag}\left[D_{1}, \ldots, D_{S}, d_{1} I_{m_{1}}, \ldots, d_{F-1} I_{m_{F-1}}, I_{m_{F}}\right]: \\
D_{i} \in \mathbb{C}^{r_{i} \times r_{i}}, D_{i}=D_{i}^{*}>0, d_{j} \in \mathbb{R}, d_{j}>0
\end{array}\right\} . \tag{11.10}
\end{gather*}
$$

Note that for any $\Delta \in \Delta, U \in \mathcal{U}$, and $D \in \mathcal{D}$,

$$
\begin{gather*}
U^{*} \in \mathcal{U} \quad U \Delta \in \Delta \quad \Delta U \in \Delta \quad \bar{\sigma}(V \Delta)=\bar{\sigma}(\Delta U)=\bar{\sigma}(\Delta)  \tag{11.11}\\
D \Delta=\Delta D . \tag{11.12}
\end{gather*}
$$

Consequently,
Theorem 11.3 For all $U \in \mathcal{U}$ and $D \in \mathcal{D}$

$$
\begin{equation*}
\mu_{\Delta}(M U)=\mu_{\Delta}(U M)=\mu_{\Delta}(M)=\mu_{\Delta}\left(D M D^{-1}\right) \tag{11.13}
\end{equation*}
$$

Proof. For all $D \in \mathcal{D}$ and $\Delta \in \Delta$,

$$
\operatorname{det}(I-M \Delta)=\operatorname{det}\left(I-M D^{-1} \Delta D\right)=\operatorname{det}\left(I-D M D^{-1} \Delta\right)
$$

since $D$ commutes with $\Delta$. Therefore $\mu_{\Delta}(M)=\mu_{\Delta}\left(D M D^{-1}\right)$. Also, for each $U \in \mathcal{U}, \operatorname{det}(I-M \Delta)=0$ if and only if $\operatorname{det}\left(I-M U U^{*} \Delta\right)=0$. Since $U^{*} \Delta \in \Delta$ and $\bar{\sigma}\left(U^{*} \Delta\right)=\bar{\sigma}(\Delta)$, we get $\mu_{\Delta}(M U)=\mu_{\Delta}(M)$ as desired. The argument for $U M$ is the same.

Therefore, the bounds in (11.8) can be tightened to

$$
\begin{equation*}
\max _{U \in \mathcal{U}} \rho(U M) \leq \max _{\Delta \in \mathbf{B} \boldsymbol{\Delta}} \rho(\Delta M)=\mu_{\Delta}(M) \leq \inf _{D \in \mathcal{D}} \bar{\sigma}\left(D M D^{-1}\right) \tag{11.14}
\end{equation*}
$$

where the equality comes from Lemma 11.2 . Note that the last element in the $D$ matrix is normalized to 1 since for any nonzero scalar $\gamma, D M D^{-1}=(\gamma D) M(\gamma D)^{-1}$.

Remark 11.2 Note that the scaling set $\mathcal{D}$ in Theorem 11.3 and in the inequality (11.14) is not necessarily restricted to being Hermitian. In fact, they can be replaced by any set of nonsingular matrices that satisfy (11.12). However, enlarging the set of scaling matrices does not improve the upper bound in inequality (11.14). This can be shown as follows: Let $D$ be any nonsingular matrix such that $D \Delta=\Delta D$. Then there exist a Hermitian matrix $0<R=R^{*} \in \mathcal{D}$ and a unitary matrix $U$ such that $D=U R$ and

$$
\inf _{D} \bar{\sigma}\left(D M D^{-1}\right)=\inf _{D} \bar{\sigma}\left(U R M R^{-1} U^{*}\right)=\inf _{R \in \mathcal{D}} \bar{\sigma}\left(R M R^{-1}\right)
$$

Therefore, there is no loss of generality in assuming $\mathcal{D}$ to be Hermitian.

### 11.2.3 Bounds

In this section we will concentrate on the bounds

$$
\max _{U \in \mathcal{U}} \rho(U M) \leq \mu_{\Delta}(M) \leq \inf _{D \in \mathcal{D}} \bar{\sigma}\left(D M D^{-1}\right)
$$

The lower bound is always an equality [Doyle, 1982].
Theorem $11.4 \max _{U \in \mathcal{U}} \rho(M U)=\mu_{\Delta}(M)$.
Unfortunately, the quantity $\rho(U M)$ can have multiple local maxima which are not global. Thus local search cannot be guaranteed to obtain $\mu$, but can only yield a lower bound. For computation purposes one can derive a slightly different formulation of the lower bound as a power algorithm which is reminiscent of power algorithms for eigenvalues and singular values [Packard, Fan, and Doyle, 1988]). While there are open questions about convergence, the algorithm usually works quite well and has proven to be an effective method to compute $\mu$.

The upper bound can be reformulated as a convex optimization problem, so the global minimum can, in principle, be found. Unfortunately, the upper bound is not always equal to $\mu$. For block structures $\Delta$ satisfying $2 S+F \leq 3$, the upper bound is always equal to $\mu_{\Delta}(M)$, and for block structures with $2 S+F>3$, there exist matrices for which $\mu$ is less than the infimum. This can be summarized in the following diagram, which shows for which cases the upper bound is guaranteed to be equal to $\mu$. See Packard and Doyle [1993] for the details.

Theorem 11.5 $\mu_{\Delta}(M)=\inf _{D \in \mathcal{D}} \bar{\sigma}\left(D M D^{-1}\right)$ if $2 S+F \leq 3$

| $\mathrm{S}=$ | $\mathrm{F}=$ | 0 | 1 | 2 | 3 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 0 |  |  |  |  |  |
| 1 |  | yes | yes | yes | no |
| 2 |  | yes | no | no | no |

Several of the boxes have connections with standard results.

- $S=0, F=1: \mu_{\Delta}(M)=\bar{\sigma}(M)$
- $\left.S=1, F=0: \mu_{\Delta}(M)=\rho(M)=\inf _{D \in \mathcal{D}} \bar{\sigma}(D) M D^{-1}\right)$. This is a standard result in linear algebra. In fact, without a loss in generality, the matrix $M$ can be assumed in Jordan Canonical form. Now let

$$
J_{1}=\left[\begin{array}{ccccc}
\lambda & 1 & & & \\
& \lambda & 1 & & \\
& & \ddots & \ddots & \\
& & & \lambda & 1 \\
& & & & \lambda
\end{array}\right], D_{1}=\left[\begin{array}{ccccc}
1 & & & & \\
& k & & & \\
& & \ddots & & \\
& & & k^{n_{1}-2} & \\
& & & & k^{n_{1}-1}
\end{array}\right] \in \mathbb{C}^{n_{1} \times n_{1}}
$$

Then $\inf _{D_{1} \in \mathbb{C}^{n_{1} \times n_{1}}} \bar{\sigma}\left(D_{1} J_{1} D_{1}^{-1}\right)=\lim _{k \rightarrow \infty} \bar{\sigma}\left(D_{1} J_{1} D_{1}^{-1}\right)=|\lambda|$. (Note that by Remark 11.2, the scaling matrix does not need to be Hermitian.) The conclusion follows by applying this result to each Jordan block.
It is also equivalent to the fact that Lyapunov asymptotic stability and exponential stability are equivalent for discrete time systems. This is because $\rho(M)<1$ (exponential stability of a discrete time system matrix $M$ ) implies for some nonsingular $D \in \mathbb{C}^{n \times n}$

$$
\bar{\sigma}\left(D M D^{-1}\right)<1 \text { or }\left(D^{-1}\right)^{*} M^{*} D^{*} D M D^{-1}-I<0
$$

which in turn is equivalent to the existence of a $P=D^{*} D>0$ such that

$$
M^{*} P M-P<0
$$

(Lyapunov asymptotic stability).

- $S=0, F=2$ : This case was studied by Redheffer [1959].
- $S=1, F=1$ : This is equivalent to a state space characterization of the $\mathcal{H}_{\infty}$ norm of a discrete time transfer function, see Chapter 21.
- $S=2, F=0$ : This is equivalent to the fact that for multidimensional systems (2-d, in fact), exponential stability is not equivalent to Lyapunov stability.
- $S=0, F \geq 4$ : For this case, the upper bound is not always equal to $\mu$. This is important, as these are the cases that arise most frequently in applications. Fortunately, the bound seems to be close to $\mu$. The worst known example has a ratio of $\mu$ over the bound of about .85 , and most systems are close to 1 .

The above bounds are much more than just computational schemes. They are also theoretically rich and can unify a number of apparently quite different results in linear systems theory. There are several connections with Lyapunov asymptotic stability, two of which were hinted at above, but there are further connections between the upper bound scalings and solutions to Lyapunov and Riccati equations. Indeed, many major theorems in linear systems theory follow from the upper bounds and from some results of Linear Fractional Transformations. The lower bound can be viewed as a natural generalization of the maximum modulus theorem.

Of course one of the most important uses of the upper bound is as a computational scheme when combined with the lower bound. For reliable use of the $\mu$ theory, it is essential to have upper and lower bounds. Another important feature of the upper bound is that it can be combined with $H_{\infty}$ controller synthesis methods to yield an ad-hoc $\mu$-synthesis method. Note that the upper bound when applied to transfer functions is simply a scaled $H_{\infty}$ norm. This is exploited in the $D-K$ iteration procedure to perform approximate $\mu$-synthesis (Doyle[1982]), which will be briefly introduced in section 11.4.

### 11.2.4 Well Posedness and Performance for Constant LFTs

Let $M$ be a complex matrix partitioned as

$$
M=\left[\begin{array}{ll}
M_{11} & M_{12}  \tag{11.15}\\
M_{21} & M_{22}
\end{array}\right]
$$

and suppose there are two defined block structures, $\boldsymbol{\Delta}_{1}$ and $\boldsymbol{\Delta}_{2}$, which are compatible in size with $M_{11}$ and $M_{22}$, respectively. Define a third structure $\Delta$ as

$$
\Delta=\left\{\left[\begin{array}{cc}
\Delta_{1} & 0  \tag{11.16}\\
0 & \Delta_{2}
\end{array}\right]: \Delta_{1} \in \Delta_{1}, \Delta_{2} \in \Delta_{2}\right\}
$$

Now, we may compute $\mu$ with respect to three structures. The notations we use to keep track of these computations are as follows: $\mu_{1}(\cdot)$ is with respect to $\boldsymbol{\Delta}_{1}, \mu_{2}(\cdot)$ is with respect to $\boldsymbol{\Delta}_{2}$, and $\mu_{\Delta}(\cdot)$ is with respect to $\boldsymbol{\Delta}$. In view of these notations, $\mu_{1}\left(M_{11}\right)$, $\mu_{2}\left(M_{22}\right)$ and $\mu_{\Delta}(M)$ all make sense, though, for instance, $\mu_{1}(M)$ does not.

This section is interested in following constant matrix problems:

- determine whether the $\operatorname{LFT} \mathcal{F}_{\ell}\left(M, \Delta_{2}\right)$ s well defined for all $\Delta_{2} \in \boldsymbol{\Delta}_{2}$ with $\bar{\sigma}\left(\Delta_{2}\right) \leq \beta(<\beta)$, and,
- if so, then determine how "large" $\mathcal{F}_{\ell}\left(M, \Delta_{2}\right)$ can get for this norm-bounded set of perturbations.

Let $\Delta_{2} \in \Delta_{2}$. Recall that $\mathcal{F}_{\ell}\left(M, \Delta_{2}\right)$ is well defined if $I-M_{22} \Delta_{2}$ is invertible. The first theorem is nothing more than a restatement of the definition of $\mu$.

Theorem 11.6 The linear fractional transformation $\mathcal{F}_{\ell}\left(M, \Delta_{2}\right)$ is well defined
(a) for all $\Delta_{2} \in \mathbf{B} \Delta_{2}$ if and only if $\mu_{2}\left(M_{22}\right)<1$.
(b) for all $\Delta_{2} \in \mathbf{B}^{\mathbf{o}} \boldsymbol{\Delta}_{2}$ if and only if $\mu_{2}\left(M_{22}\right) \leq 1$.

As the "perturbation" $\Delta_{2}$ deviates from zero, the matrix $\mathcal{F}_{\ell}\left(M, \Delta_{2}\right)$ deviates from $M_{11}$. The range of values that $\mu_{1}\left(\mathcal{F}_{\ell}\left(M, \Delta_{2}\right)\right)$ takes on is intimately related to $\mu_{\Delta}(M)$, as shown in the following theorem:

Theorem 11.7 (MAIN LOOP THEOREM) The following are equivalent:

$$
\begin{aligned}
\mu_{\Delta}(M)<1 & \Longleftrightarrow\left\{\begin{array}{l}
\mu_{2}\left(M_{22}\right)<1, \text { and } \\
\max _{\Delta_{2} \in \mathbf{B} \Delta_{2}} \mu_{1}\left(\mathcal{F}_{\ell}\left(M, \Delta_{2}\right)\right)<1 .
\end{array}\right. \\
\mu_{\Delta}(M) \leq 1 & \Longleftrightarrow\left\{\begin{array}{c}
\mu_{2}\left(M_{22}\right) \leq 1, \text { and } \\
\sup _{\Delta_{2} \in \mathbf{B}^{\top} \Delta_{2}} \mu_{1}\left(\mathcal{F}_{\ell}\left(M, \Delta_{2}\right)\right) \leq 1
\end{array}\right.
\end{aligned}
$$

Proof. We shall only prove the first part of the equivalence. The proof for the second part is similar.
$\Leftarrow$ Let $\Delta_{i} \in \Delta_{i}$ be given, with $\bar{\sigma}\left(\Delta_{i}\right) \leq 1$, and define $\Delta=\operatorname{diag}\left[\Delta_{1}, \Delta_{2}\right]$. Obviously $\Delta \in \Delta$. Now

$$
\operatorname{det}(I-M \Delta)=\operatorname{det}\left[\begin{array}{cc}
I-M_{1} \Delta_{1} & -M_{12} \Delta_{2}  \tag{11.17}\\
-M_{21} \Delta_{1} & I-M_{22} \Delta_{2}
\end{array}\right]
$$

By hypothesis $I-M_{22} \Delta_{2}$ is invertible, and hence, $\operatorname{det}(I-M \Delta)$ becomes

$$
\operatorname{det}\left(I-M_{22} \Delta_{2}\right) \operatorname{det}\left(I-M_{11} \Delta_{1}-M_{12} \Delta_{2}\left(I-M_{22} \Delta_{2}\right)^{-1} M_{21} \Delta_{1}\right)
$$

Collecting the $\Delta_{1}$ terms leaves

$$
\begin{equation*}
\operatorname{det}(I-M \Delta)=\operatorname{det}\left(I-M_{22} \Delta_{2}\right) \operatorname{det}\left(I-\mathcal{F}_{\ell}\left(M, \Delta_{2}\right) \Delta_{1}\right) \tag{11.18}
\end{equation*}
$$

But, $\mu_{1}\left(\mathcal{F}_{\ell}\left(M, \Delta_{2}\right)\right)<1$ and $\Delta_{1} \in \mathbf{B} \boldsymbol{\Delta}_{1}$, so $I-\mathcal{F}_{\ell}\left(M, \Delta_{2}\right) \Delta_{1}$ must be nonsingular. Therefore, $I-M \Delta$ is nonsingular and, by definition, $\mu_{\Delta}(M)<1$.
$\Rightarrow$ Basically, the argument above is reversed. Again let $\Delta_{1} \in \mathbf{B} \boldsymbol{\Delta}_{1}$ and $\Delta_{2} \in \mathbf{B} \Delta_{2}$ be given, and define $\Delta=\operatorname{diag}\left[\Delta_{1}, \Delta_{2}\right]$. Then $\Delta \in \mathbf{B} \boldsymbol{\Delta}$ and, by hypothesis, $\operatorname{det}(I-M \Delta) \neq 0$. It is easy to verify from the definition of $\mu$ that (always)

$$
\mu(M) \geq \max \left\{\mu_{1}\left(M_{11}\right), \mu_{2}\left(M_{22}\right)\right\}
$$

We can see that $\mu_{2}\left(M_{22}\right)<1$, which gives that $I-M_{22} \Delta_{2}$ is also nonsingular. Therefore, the expression in (11.18) is valid, giving

$$
\operatorname{det}\left(I-M_{22} \Delta_{2}\right) \operatorname{det}\left(I-\mathcal{F}_{\ell}\left(M, \Delta_{2}\right) \Delta_{1}\right)=\operatorname{det}(I-M \Delta) \neq 0
$$

Obviously, $I-\mathcal{F}_{\ell}\left(M, \Delta_{2}\right) \Delta_{1}$ is nonsingular for all $\Delta_{i} \in \mathbf{B} \Delta_{i}$, which indicates that the claim is true.

Remark 11.3 This theorem forms the basis for all uses of $\mu$ in linear system robustness analysis, whether from a state-space, frequency domain, or Lyapunov approach.

The role of the block structure $\Delta_{2}$ in the MAIN LOOP theorem is clear - it is the structure that the perturbations come from; however, the role of the perturbation structure $\Delta_{1}$ is often misunderstood. Note that $\mu_{1}(\cdot)$ appears on the right hand side of the theorem, so that the set $\Delta_{1}$ defines what particular property of $\mathcal{F}_{\ell}\left(M, \Delta_{2}\right)$ is considered. As an example, consider the theorem applied with the two simple block structures considered right after Lemma 11.2. Define $\Delta_{1}:=\left\{\delta_{1} I_{n}: \delta_{1} \in \mathbb{C}\right\}$. Hence, for $A \in \mathbb{C}^{n \times n}, \mu_{1}(A)=\rho(A)$. Likewise, define $\Delta_{2}=\mathbb{C}^{m \times m}$; then for $D \in \mathbb{C}^{m \times m}$, $\mu_{2}(D)=\bar{\sigma}(D)$. Now, let $\Delta$ be the diagonal augmentation of these two sets, namely

$$
\boldsymbol{\Delta}:=\left\{\left[\begin{array}{cc}
\delta_{1} I_{n} & 0_{n \times m} \\
0_{m \times n} & \Delta_{2}
\end{array}\right]: \delta_{1} \in \mathbb{C}, \Delta_{2} \in \mathbb{C}^{m \times m}\right\} \subset \mathbb{C}^{(n+m) \times(n+m)}
$$

Let $A \in \mathbb{C}^{n \times n}, B \in \mathbb{C}^{n \times m}, C \in \mathbb{C}^{m \times n}$, and $D \in \mathbb{C}^{m \times m}$ be given, and interpret them as the state space model of a discrete time system

$$
\begin{aligned}
x_{k+1} & =A x_{k}+B u_{k} \\
y_{k} & =C x_{k}+D u_{k}
\end{aligned}
$$

And let $M \in \mathbb{C}^{(n+m) \times(n+m)}$ be the block state space matrix of the system

$$
M=\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]
$$

Applying the theorem with this data gives that the following are equivalent:

- The spectral radius of $A$ satisfies $\rho(A)<1$, and

$$
\begin{equation*}
\max _{\substack{\delta_{1} \in \mathbb{C} \\\left|\delta_{1}\right| \leq 1}} \bar{\sigma}\left(D+C \delta_{1}\left(I-.4 \delta_{1}\right)^{-1} B\right)<1 \tag{11.19}
\end{equation*}
$$

- The maximum singular value of $D$ satisfies $\pi(D)<1$, and

$$
\begin{equation*}
\max _{\substack{\Delta_{2} \in \mathbb{C}^{n \times m} \\ \bar{\sigma}\left(\Delta_{2}\right) \leq 1}} \rho\left(A+B \Delta_{2}\left(I-D \Delta_{2}\right)^{-1} C\right)<1 \tag{11.20}
\end{equation*}
$$

- The structured singular value of $M$ satisfies

$$
\begin{equation*}
\mu_{\Delta}(M)<1 \tag{11.21}
\end{equation*}
$$

The first condition is recognized by two things: the system is stable, and the $\|\cdot\|_{\infty}$ norm on the transfer function from $u$ to $y$ is less than 1 (by replacing $\delta_{1}$ with $\frac{1}{z}$ )

$$
\|G\|_{\infty}:=\max _{\substack{z \in \mathbb{C} \\|z| \geq 1}} \bar{\sigma}\left(D+C(z I-A)^{-1} B\right)=\max _{\substack{\delta_{1} \leq \mathbb{C} \\ \mid \delta_{1} \leq 1}} \bar{\sigma}\left(D+C \delta_{1}\left(I-A \delta_{1}\right)^{-1} B\right) .
$$

The second condition implies that $\left(I-D \Delta_{2}\right)^{-1}$ is well defined for all $\bar{\sigma}\left(\Delta_{2}\right) \leq 1$ and that a robust stability result holds for the uncertain difference equation

$$
x_{k+1}=\left(A+B \Delta_{2}\left(I-D \Delta_{2}\right)^{-1} C\right) x_{k}
$$

where $\Delta_{2}$ is any element in $\mathbb{C}^{m \times m}$ with $\bar{\sigma}\left(\Delta_{2}\right) \leq 1$, but otherwise unknown.
This equivalence between the small gain condition, $\|G\|_{\infty}<1$, and the stability robustness of the uncertain difference equation is well known. This is the small gain theorem, in its necessary and sufficient form for linear, time invariant systems with one of the components norm-bounded, but otherwise unknown. What is important to note is that both of these conditions are equivalent to a condition involving the structured singular value of the state space matrix. Already we have seen that special cases of $\mu$ are the spectral radius and the maximum singular value. Here we see that other important linear system properties, namely robust stability and input-output gain, are also related to a particular case of the structured singular value.

### 11.3 Structured Robust Stability and Performance

### 11.3.1 Robust Stability

The most well-known use of $\mu$ as a robustness analysis tool is in the frequency domain. Suppose $G(s)$ is a stable, real-rational, multi-input, multi-output transfer function of
a linear system. For clarity, assume $G$ has $q_{1}$ inputs and $p_{1}$ outputs. Let $\boldsymbol{\Delta}$ be a block structure, as in equation (11.3), and assume that the dimensions are such that $\Delta \subset \mathbb{C}^{q_{1} \times p_{1}}$. We want to consider feedback perturbations to $G$ which are themselves dynamical systems with the block-diagonal structure of the set $\Delta$.

Let $\mathcal{M}(\boldsymbol{\Delta})$ denote the set of all block diagonal and stable rational transfer functions that have block structures such as $\boldsymbol{\Delta}$.

$$
\mathcal{M}(\Delta):=\left\{\Delta(\cdot) \in \mathcal{R} \mathcal{H}_{\infty}: \Delta\left(s_{o}\right) \in \Delta \text { for all } s_{o} \in \overline{\mathbb{C}}_{+}\right\}
$$

Theorem 11.8 Let $\beta>0$. The loop shown below is well-posed and internally stable for all $\Delta(\cdot) \in \mathcal{M}(\Delta)$ with $\|\Delta\|_{\infty}<\frac{1}{\beta}$ if and only if

$$
\sup _{\omega \in \mathbb{R}} \mu_{\Delta}(G(j \omega)) \leq \beta
$$



Proof. $(\Longleftarrow)$ By Lemma 11.1, $\sup _{s \in \overline{\mathbb{C}}_{+}} \mu_{\Delta}(G(s))=\sup _{\omega \in \mathbb{R}} \mu_{\Delta}(G(j \omega)) \leq \beta$. Hence $\operatorname{det}(I-G(s) \Delta(s)) \neq 0$ for all $s \in \overline{\mathbb{C}}_{+} \cup\{\infty\}$ whenever $\|\Delta\|_{\infty}<1 / \beta$, i.e., the system is robustly stable.
$(\Longrightarrow)$ Suppose $\sup _{\omega \in \mathbb{R}} \mu_{\Delta}(G(j \omega))>\beta$. Then there is a $0<\omega_{o}<\infty$ such that $\mu_{\Delta}\left(G\left(j \omega_{o}\right)\right)>\beta$. By Remark 11.1, there is a complex $\Delta_{c} \in \boldsymbol{\Delta}$ that each full block has rank 1 and $\bar{\sigma}\left(\Delta_{c}\right)<1 / \beta$ such that $I-G\left(j \omega_{o}\right) \Delta_{c}$ is singular. Next, using the same construction used in the proof of the small gain theorem (Theorem 9.1), one can find a rational $\Delta(s)$ such that $\|\Delta(s)\|_{\infty}=\bar{\sigma}\left(\Delta_{c}\right)<1 / \beta, \Delta\left(j \omega_{o}\right)=\Delta_{c}$, and $\Delta(s)$ destabilizes the system.

Hence, the peak value on the $\mu$ plot of the frequency response determines the size of perturbations that the loop is robustly stable against.

Remark 11.4 The internal stability with closed ball of uncertainties is more complicated. The following example is shown in Tits and Fan [1995]. Consider

$$
G(s)=\frac{1}{s+1}\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]
$$

and $\Delta=\delta(s) I_{2}$. Then

$$
\sup _{\omega \in \mathbb{R}} \mu_{\Delta}(G(j \omega))=\sup _{\omega \in \mathbb{R}} \frac{1}{|j \omega+1|}=\mu_{\Delta}(G(j 0))=1
$$

On the other hand, $\mu_{\Delta}(G(s))<1$ for all $s \neq 0 . s \in \overline{\mathbb{C}}_{+}$, and the only matrices in the form of $\Gamma=\gamma I_{2}$ with $|\gamma| \leq 1$ for which

$$
\operatorname{det}(I-G(0) \Gamma\rangle=0
$$

are the complex matrices $\pm j I_{2}$. Thus, clearly, $(I-G(s) \Delta(s))^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ for all real rational $\Delta(s)=\delta(s) I_{2}$ with $\|\delta\|_{\infty} \leq 1$ since $\Delta(0)$ must be real. This shows that $\sup _{\omega \in \mathbb{R}} \mu_{\Delta}(G(j \omega))<1$ is not necessary for $(I-G(s) \Delta(s))^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ with the closed ball of structured uncertainty $\|\Delta\|_{\infty} \leq 1$. Similar examples with no repeated blocks are generated by setting $G(s)=\frac{1}{s+1} M$ where $M$ is any real matrix with $\mu_{\Delta}(M)=1$ for which there is no real $\Delta \in \Delta$ with $\bar{\sigma}(\Delta)=1$ such that $\operatorname{det}(I-M \Delta)=0$. For example, let

$$
M=\left[\begin{array}{cc}
0 & \beta \\
\gamma & \alpha \\
\gamma & -\alpha
\end{array}\right]\left[\begin{array}{ccc}
-\beta & \alpha & \alpha \\
0 & -\gamma & \gamma
\end{array}\right], \quad \boldsymbol{\Delta}=\left\{\left[\begin{array}{lll}
\delta_{1} & & \\
& \delta_{2} & \\
& & \delta_{3}
\end{array}\right], \delta_{i} \in \mathbb{C}\right\}
$$

with $\gamma^{2}=\frac{1}{2}$ and $\beta^{2}+2 \alpha^{2}=1$. Then it is shown in Packard and Doyle [1993] that $\mu_{\Delta}(M)=1$ and all $\Delta \in \Delta$ with $\bar{\sigma}(\Delta)=1$ that satisfy $\operatorname{det}(I-M \Delta)=0$ must be complex.

Remark 11.5 Let $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ be a structured uncertainty and

$$
G(s)=\left[\begin{array}{ll}
G_{11}(s) & G_{12}(s) \\
G_{21}(s) & G_{22}(s)
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

then $F_{u}(G, \Delta) \in \mathcal{R} \mathcal{H}_{\infty}$ does not necessarily imply $\left(I-G_{11} \Delta\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ whether $\Delta$ is in an open ball or is in a closed ball. For example, consider

$$
G(s)=\left[\begin{array}{cc:c}
\frac{1}{s+1} & 1 & 1 \\
0 & \frac{1}{s+1} & 0 \\
\hdashline 1 & 0 & 0
\end{array}\right]
$$

and $\Delta=\left[\begin{array}{ll}\delta_{1} & \\ & \delta_{2}\end{array}\right]$ with $\|\Delta\|_{\infty}<1$. Then $F_{u}(G, \Delta)=\frac{1}{1-\delta_{1} \frac{1}{s+1}} \in \mathcal{R} \mathcal{H}_{\infty}$ for all admissible $\Delta\left(\|\Delta\|_{\infty}<1\right)$ but $\left(I-G_{11} \Delta\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ is true only for $\|\Delta\|_{\infty}<0.1$. $\quad \bigcirc$

### 11.3.2 Robust Performance

Often, stability is not the only property of a clos d-loop system that must be robust to perturbations. Typically, there are exogenous disturbances acting on the system (wind gusts, sensor noise) which result in tracking and regulation errors. Under perturbation, the effect that these disturbances have on error signals can greatly increase. In most
cases, long before the onset of instability, the closed-loop performance will degrade to the point of unacceptability, hence the need for a "robust performance" test. Such a test will indicate the worst-case level of performance degradation associated with a given level of perturbations.

Assume $G_{p}$ is a stable, real-rational, proper transfer function with $q_{1}+q_{2}$ inputs and $p_{1}+p_{2}$ outputs. Partition $G_{p}$ in the obvious manner

$$
G_{p}(s)=\left[\begin{array}{ll}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{array}\right]
$$

so that $G_{11}$ has $q_{1}$ inputs and $p_{1}$ outputs, and so on. Let $\boldsymbol{\Delta} \subset \mathbb{C}^{q_{1} \times p_{1}}$ be a block structure, as in equation (11.3). Define an augmented block structure

$$
\Delta_{P}:=\left\{\left[\begin{array}{cc}
\Delta & 0 \\
0 & \Delta_{f}
\end{array}\right]: \Delta \in \Delta, \Delta_{f} \in \mathbb{C}^{q_{2} \times p_{2}}\right\}
$$

The setup is to theoretically address the robust performance questions about the loop shown below


The transfer function from $w$ to $z$ is denoted by $F_{u}\left(G_{p}, \Delta\right)$.
Theorem 11.9 Let $\beta>0$. For all $\Delta(s) \in \mathcal{M}(\Delta)$ with $\|\Delta\|_{\infty}<\frac{1}{\beta}$, the loop shown above is well-posed, internally stable, and $\left\|F_{u}\left(G_{p}, \Delta\right)\right\|_{\infty} \leq \beta$ if and only if

$$
\sup _{\omega \in \mathbb{R}} \mu_{\Delta_{P}}\left(G_{p}(j \omega)\right) \leq \beta
$$

Note that by internal stability, $\sup _{\omega \in \mathbb{R}} \mu_{\Delta}\left(G_{11}(j \omega)\right) \leq \beta$, then the proof of this theorem is along the lines of the earlier proof for Theorem 11.8, but also appeals to Theorem 11.7. This is a remarkably useful theorem. It says that a robust performance problem is equivalent to a robust stability problem with augmented uncertainty $\Delta$ as shown in Figure 11.5.

### 11.3.3 Two Block $\mu$ : Robust Performance Revisited

Suppose that the uncertainty block is given by

$$
\Delta=\left[\begin{array}{ll}
\Delta_{1} & \\
& \Delta_{2}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$



Figure 11.5: Robust Performance vs Robust Stability
with $\|\Delta\|_{\infty}<1$ and that the interconnection model $G$ is given by

$$
G(s)=\left[\begin{array}{ll}
G_{11}(s) & G_{12}(s) \\
G_{21}(s) & G_{22}(s)
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty} .
$$

Then the closed-loop system is well-posed and internally stable iff $\sup _{\omega} \mu_{\Delta}(G(j \omega)) \leq 1$. Let

$$
D_{\omega}=\left[\begin{array}{ll}
d_{\omega} I & \\
& I
\end{array}\right], \quad d_{\omega} \in \mathbb{R}_{+}
$$

then

$$
D_{\omega} G(j \omega) D_{\omega}^{-1}=\left[\begin{array}{cc}
G_{11}(j \omega) & d_{\omega} G_{12}(j \omega) \\
\frac{1}{d_{\omega}} G_{21}(j \omega) & G_{22}(j \omega)
\end{array}\right]
$$

Hence by Theorem 11.5, at each frequency $\omega$

$$
\mu_{\Delta}(G(j \omega))=\inf _{d_{\omega} \in \mathbb{R}_{+}} \bar{\sigma}\left(\left[\begin{array}{cc}
G_{11}(j \omega) & d_{\omega} G_{12}(j \omega)  \tag{11.22}\\
\frac{1}{d_{\omega}} G_{21}(j \omega) & G_{22}(j \omega)
\end{array}\right]\right)
$$

Since the minimization is convex in $\log d_{\omega}$ [see, Doyle, 1982], the optimal $d_{\omega}$ can be found by a search; however, two approximations to $d_{\omega}$ can be obtained easily by approximating the right hand side of (11.22):
(1) From Lemma 2.10, we have

$$
\mu_{\Delta}(G(j \omega)) \leq \inf _{d_{\omega} \in \mathbb{R}_{+}} \bar{\sigma}\left(\left[\begin{array}{cc}
\left\|G_{11}(j \omega)\right\| & d_{\omega}\left\|G_{12}(j \omega)\right\| \\
\frac{1}{d_{\omega}}\left\|G_{\because 1}(j \omega)\right\| & \left\|G_{22}(j \omega)\right\|
\end{array}\right]\right)
$$

$$
\begin{aligned}
& \leq \sqrt{\inf _{d_{\omega} \in \mathbb{R}_{+}}\left(\left\|G_{11}(j \omega)\right\|^{2}+d_{\omega}^{2}\left\|G_{12}(j \omega)\right\|^{2}+\frac{1}{d_{\omega}^{2}}\left\|G_{21}(j \omega)\right\|^{2}+\left\|G_{22}(j \omega)\right\|^{2}\right)} \\
& =\sqrt{\left\|G_{11}(j \omega)\right\|^{2}+\left\|G_{22}(j \omega)\right\|^{2}+2\left\|G_{12}(j \omega)\right\|\left\|G_{21}(j \omega)\right\|}
\end{aligned}
$$

with the minimizing $d_{\omega}$ given by

$$
\hat{d}_{\omega}= \begin{cases}\sqrt{\frac{\left\|G_{21}(j \omega)\right\|}{\left\|G_{12}(j \omega)\right\|}} & \text { if } G_{12} \neq 0 \& G_{21} \neq 0  \tag{11.23}\\ 0 & \text { if } G_{21}=0 \\ \infty & \text { if } G_{12}=0\end{cases}
$$

(2) Alternative approximation can be obtained by using the Frobenius norm

$$
\begin{gathered}
\mu_{\Delta}(G(j \omega)) \leq \inf _{d_{\omega} \in \mathbb{R}_{+}}\left\|\left[\begin{array}{cc}
G_{11}(j \omega) & d_{\omega} G_{12}(j \omega) \\
\frac{1}{d_{\omega}} G_{21}(j \omega) & G_{22}(j \omega)
\end{array}\right]\right\|_{F} \\
=\sqrt{\inf _{d_{\omega} \in \mathbb{R}_{+}}\left(\left\|G_{11}(j \omega)\right\|_{F}^{2}+d_{\omega}^{2}\left\|G_{12}(j \omega)\right\|_{F}^{2}+\frac{1}{d_{\omega}^{2}}\left\|G_{21}(j \omega)\right\|_{F}^{2}+\left\|G_{22}(j \omega)\right\|_{F}^{2}\right)} \\
=\sqrt{\left\|G_{11}(j \omega)\right\|_{F}^{2}+\left\|G_{22}(j \omega)\right\|_{F}^{2}+2\left\|G_{12}(j \omega)\right\|_{F}\left\|G_{21}(j \omega)\right\|_{F}}
\end{gathered}
$$

with the minimizing $d_{\omega}$ given by

$$
\tilde{d}_{\omega}= \begin{cases}\sqrt{\frac{\left\|G_{21}(j \omega)\right\|_{F}}{\left\|G_{12}(j \omega)\right\|_{F}}} & \text { if } G_{12} \neq 0 \quad \& \quad G_{21} \neq 0  \tag{11.24}\\ 0 & \text { if } G_{21}=0 \\ \infty & \text { if } G_{12}=0\end{cases}
$$

It can be shown that the approximations for the scalar $d_{\omega}$ obtained above are exact for a $2 \times 2$ matrix $G$. For higher dimensional $G$, the approximations for $d_{\omega}$ are still reasonably good. Hence an approximation of $\mu$ can be obtained as

$$
\mu_{\Delta}(G(j \omega)) \leq \bar{\sigma}\left(\left[\begin{array}{cc}
G_{11}(j \omega) & \hat{d}_{\omega} G_{12}(j \omega)  \tag{11.25}\\
\frac{1}{\hat{d}_{\omega}} G_{21}(j \omega) & G_{22}(j \omega)
\end{array}\right]\right)
$$

or, alternatively, as

$$
\mu_{\Delta}(G(j \omega)) \leq \bar{\sigma}\left(\left[\begin{array}{cc}
G_{11}(j \omega) & \tilde{d}_{\omega} G_{12}(j \omega)  \tag{11.26}\\
\frac{1}{\tilde{d}_{\omega}} G_{21}(j \omega) & G_{22}(j \omega)
\end{array}\right]\right)
$$

We can now see how these approximated $\mu$ tests are compared with the sufficient conditions obtained in Chapter 9.

Example 11.1 Consider again the robust performance problem of a system with output multiplicative uncertainty in Chapter 9 (see Figure 9.5):

$$
P_{\Delta}=\left(I+W_{1} \Delta W_{2}\right) P, \quad\|\Delta\|_{\infty}<1
$$

Then it is easy to show that the problem can be put in the general framework by selecting

$$
G(s)=\left[\begin{array}{cc}
-W_{2} T_{o} W_{1} & \cdots W_{2} T_{o} W_{d} \\
W_{e} S_{o} W_{1} & W_{e} S_{o} W_{d}
\end{array}\right]
$$

and that the robust performance condition is satisfied if and only if

$$
\begin{equation*}
\left\|W_{2} T_{o} W_{1}\right\|_{\infty} \leq 1 \tag{11.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathcal{F}_{u}(G, \Delta)\right\|_{\infty} \leq 1 \tag{11.28}
\end{equation*}
$$

for all $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|\Delta\|_{\infty}<1$. But (11.27; and (11.28) are satisfied iff for each frequency $\omega$

$$
\mu_{\Delta}(G(j \omega))=\inf _{d_{\omega} \in \mathbb{R}_{+}} \bar{\sigma}\left(\left[\begin{array}{cc}
-W_{2} T_{o} W & -d_{\omega} W_{2} T_{o} W_{d} \\
\frac{1}{d_{\omega}} W_{e} S_{o} W_{1} & W_{e} S_{o} W_{d}
\end{array}\right]\right) \leq 1
$$

Note that, in contrast to the sufficient condition chtained in Chapter 9, this condition is an exact test for robust performance. To compare the $\mu$ test with the criteria obtained in Chapter 9, some upper bounds for $\mu$ can be derived. Let

$$
d_{\omega}=\sqrt{\frac{\left\|W_{e} S_{o} W_{1}\right\|}{\left\|W_{2} T_{o} W_{d}\right\|}}
$$

Then, using the first approximation for $\mu$, we ge:

$$
\begin{aligned}
\mu_{\Delta}(G(j \omega)) & \leq \sqrt{\left\|W_{2} T_{o} W_{1}\right\|^{2}+\left\|W_{e} S_{o} W_{d}\right\|^{2}}+2\left\|W_{2} T_{o} W_{d}\right\|\left\|W_{e} S_{o} W_{1}\right\| \\
& \leq \sqrt{\left\|W_{2} T_{o} W_{1}\right\|^{2}+\left\|W_{e} S_{o} W_{d}\right\|^{2}+2 \kappa\left(W_{1}^{-1} W_{d}\right)\left\|W_{2} T_{o} W_{1}\right\|\left\|W_{e} S_{o} W_{d}\right\|} \\
& \leq\left\|W_{2} T_{o} W_{1}\right\|+\kappa\left(W_{1}^{-1} W_{d}\right)\left\|W_{e} S_{o} W_{d}\right\|
\end{aligned}
$$

where $W_{1}$ is assumed to be invertible in the last two inequalities. The last term is exactly the sufficient robust performance criteria obtained in Chapter 9. It is clear that any term preceding the last forms a tighter tes: since $\kappa\left(W_{1}^{-1} W_{d}\right) \geq 1$. Yet another alternative sufficient test can be obtained from the above sequence of inequalities:

$$
\mu_{\Delta}(G(j \omega)) \leq \sqrt{\kappa\left(W_{1}^{-1} W_{d}\right)}\left(\left\|W_{\varepsilon} T_{o} W_{1}\right\|+\left\|W_{e} S_{o} W_{d}\right\|\right)
$$

Note that this sufficient condition is not easy to get from the approach taken in Chapter 9 and is potentially less conservative than the bounds derived there.

Next we consider the skewed specification problem, but first the following lemma is needed in the sequel.

Lemma 11.10 Suppose $\bar{\sigma}=\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{m}=\underline{\sigma}>0$, then

$$
\inf _{d \in \mathbb{R}_{+}} \max _{i}\left\{\left(d \sigma_{i}\right)^{2}+\frac{1}{\left(d \sigma_{i}\right)^{2}}\right\}=\frac{\bar{\sigma}}{\underline{\sigma}}+\frac{\underline{\sigma}}{\bar{\sigma}} .
$$

Proof. Consider a function $y=x+1 / x$, then $y$ is a convex function and the maximization over a closed interval is achieved at the boundary of the interval. Hence for any fixed $d$

$$
\max _{i}\left\{\left(d \sigma_{i}\right)^{2}+\frac{1}{\left(d \sigma_{i}\right)^{2}}\right\}=\max \left\{(d \bar{\sigma})^{2}+\frac{1}{(d \bar{\sigma})^{2}}, \quad(d \underline{\sigma})^{2}+\frac{1}{(d \underline{\sigma})^{2}}\right\}
$$

Then the minimization over $d$ is obtained iff

$$
(d \bar{\sigma})^{2}+\frac{1}{(d \bar{\sigma})^{2}}=(d \underline{\sigma})^{2}+\frac{1}{(d \underline{\sigma})^{2}}
$$

which gives $d^{2}=\frac{1}{\bar{\sigma} \sigma}$. The result then follows from substituting $d$.

Example 11.2 As another example, consider again the skewed specification problem from Chapter 9. Then the corresponding $G$ matrix is given by

$$
G=\left[\begin{array}{cc}
-W_{2} T_{i} W_{1} & -W_{2} K S_{o} W_{d} \\
W_{e} S_{o} P W_{1} & W_{e} S_{o} W_{d}
\end{array}\right] .
$$

So the robust performance specification is satisfied iff

$$
\mu_{\Delta}(G(j \omega))=\inf _{d_{\omega} \in \mathbb{R}_{+}} \bar{\sigma}\left(\left[\begin{array}{cc}
-W_{2} T_{i} W_{1} & -d_{\omega} W_{2} K S_{o} W_{d} \\
\frac{1}{d_{\omega}} W_{e} S_{o} P W_{1} & W_{e} S_{o} W_{d}
\end{array}\right]\right) \leq 1
$$

for all $\omega \geq 0$. As in the last example, an upper bound can be obtained by taking

$$
d_{\omega}=\sqrt{\frac{\left\|W_{e} S_{o} P W_{1}\right\|}{\left\|W_{2} K S_{o} W_{d}\right\|}} .
$$

Then

$$
\mu_{\Delta}(G(j \omega)) \leq \sqrt{\kappa\left(W_{d}^{-1} P W_{1}\right)}\left(\left\|W_{2} T_{i} W_{1}\right\|+\left\|W_{e} S_{o} W_{d}\right\|\right)
$$

In particular, this suggests that the robust performance margin is inversely proportional to the square root of the plant condition number if $W_{d}=I$ and $W_{1}=I$. This can be further illustrated by considering a plant-inverting control system.

To simplify the exposition, we shall make the following assumptions:

$$
W_{e}=w_{s} I, W_{d}=I, W_{1}=I, W_{2}=w_{t} I
$$

and $P$ is stable and has a stable inverse (i.e., minumum phase) ( $P$ can be strictly proper). Furthermore, we shall assume that the controller has the form

$$
K(s)=P^{-1}(s) l(s)
$$

where $l(s)$ is a scalar loop transfer function which makes $K(s)$ proper and stabilizes the closed-loop. This compensator produces diagonal sensitivity and complementary sensitivity functions with identical diagonal elements, namely

$$
S_{o}=S_{i}=\frac{1}{1+l(s)} I, \quad T_{o}=T_{i}=\frac{l(s)}{1+l(s)} I
$$

Denote

$$
\varepsilon(s)=\frac{1}{1+l(s)}, \quad \tau(s)=\frac{l(s)}{1+l(s)}
$$

and substitute these expressions into $G$; we get

$$
G=\left[\begin{array}{cc}
-w_{t} \tau I & -v_{t} \tau P^{-1} \\
w_{s} \varepsilon P & w_{s} \varepsilon I
\end{array}\right]
$$

The structured singular value for $G$ at frequency $\omega$ can be computed by

$$
\mu_{\Delta}(G(j \omega))=\inf _{d \in \mathbb{R}_{+}} \bar{\sigma}\left(\left[\begin{array}{cc}
-w_{t} \tau I & -w_{t} \tau(d P)^{-1} \\
w_{s} \varepsilon d P & w_{s} \varepsilon I
\end{array}\right]\right)
$$

Let the singular value decomposition of $P(j \omega)$ at frequency $\omega$ be

$$
P(j \omega)=U \Sigma V^{*}, \quad \Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right)
$$

with $\sigma_{1}=\bar{\sigma}$ and $\sigma_{m}=\underline{\sigma}$ where $m$ is the dimension of $P$. Then

$$
\mu_{\Delta}(G(j \omega))=\inf _{d \in \mathbb{R}_{+}} \bar{\sigma}\left(\left[\begin{array}{cc}
-w_{t} \tau I & -w_{t} \tau(d \Sigma)^{-1} \\
w_{s} \varepsilon d \Sigma & w_{s} \varepsilon I
\end{array}\right]\right)
$$

since unitary operations do not change the singular values of a matrix. Note that

$$
\left[\begin{array}{cc}
-w_{t} \tau I & -w_{t} \tau(d \Sigma)^{-1} \\
w_{s} \varepsilon d \Sigma & w_{s} \varepsilon I
\end{array}\right]=P_{1} \operatorname{diag}\left(M_{1}, M_{2}, \ldots, M_{m}\right) P_{2}
$$

where $P_{1}$ and $P_{2}$ are permutation matrices and where

$$
M_{i}=\left[\begin{array}{cc}
-w_{t} \tau & -u_{t} \tau\left(d \sigma_{i}\right)^{-1} \\
w_{s} \varepsilon d \sigma_{i} & w_{s} \varepsilon
\end{array}\right]
$$

Hence

$$
\begin{aligned}
\mu_{\Delta}(G(j \omega)) & =\inf _{d \in \mathbb{R}_{+}} \max _{i} \bar{\sigma}\left(\left[\begin{array}{cc}
-w_{t} \tau & -w_{t} \tau\left(d \sigma_{i}\right)^{-1} \\
w_{s} \varepsilon d \sigma_{i} & w_{s} \varepsilon
\end{array}\right]\right) \\
& =\inf _{d \in \mathbb{R}_{+}} \max _{i} \bar{\sigma}\left(\left[\begin{array}{c}
-w_{t} \tau \\
w_{s} \varepsilon d \sigma_{i}
\end{array}\right]\left[\begin{array}{cc}
1 & \left(d \sigma_{i}\right)^{-1}
\end{array}\right]\right) \\
& =\inf _{d \in \mathbb{R}_{+}} \max _{i} \sqrt{\left(1+\left|d \sigma_{i}\right|^{-2}\right)\left(\left|w_{s} \varepsilon d \sigma_{i}\right|^{2}+\left|w_{t} \tau\right|^{2}\right)} \\
& =\inf _{d \in \mathbb{R}_{+}} \max _{i} \sqrt{\left|w_{s} \varepsilon\right|^{2}+\left|w_{t} \tau\right|^{2}+\left|w_{s} \varepsilon d \sigma_{i}\right|^{2}+\left|\frac{w_{t} \tau}{d \sigma_{i}}\right|^{2}}
\end{aligned}
$$

Using Lemma 11.10 , it is easy to show that the maximum is achieved at either $\bar{\sigma}$ or $\underline{\sigma}$ and that optimal $d$ is given by

$$
d^{2}=\frac{\left|w_{t} \tau\right|}{\left|w_{s} \varepsilon\right| \underline{\sigma} \bar{\sigma}}
$$

so the structured singular value is

$$
\begin{equation*}
\mu_{\Delta}(G(j \omega))=\sqrt{\left|w_{s} \varepsilon\right|^{2}+\left|w_{t} \tau\right|^{2}+\left|w_{s} \varepsilon\right|\left|w_{t} \tau\right|\left[\kappa(P)+\frac{1}{\kappa(P)}\right]} . \tag{11.29}
\end{equation*}
$$

Note that if $\left|w_{s} \varepsilon\right|$ and $\left|w_{t} \tau\right|$ are not too large, which are guaranteed if the nominal performance and robust stability conditions are satisfied, then the structured singular value is proportional to the square root of the plant condition number:

$$
\begin{equation*}
\mu_{\Delta}(G(j \omega)) \approx \sqrt{\left|w_{s} \varepsilon\right|\left|w_{t} \tau\right| \kappa(P)} . \tag{11.30}
\end{equation*}
$$

This confirms our intuition that an ill-conditioned plant with skewed specifications is hard to control.

### 11.3.4 Approximation of Multiple Full Block $\mu$

The approximations given in the last subsection can be generalized to the multiple block $\mu$ problem by assuming that $M$ is partitioned consistently with the structure of

$$
\Delta=\operatorname{diag}\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{F}\right)
$$

so that

$$
M=\left[\begin{array}{cccc}
M_{11} & M_{12} & \cdots & M_{1 F} \\
M_{21} & M_{22} & \cdots & M_{2 F} \\
\vdots & \vdots & & \vdots \\
M_{F 1} & M_{F 2} & \cdots & M_{F F}
\end{array}\right]
$$

and

$$
D=\operatorname{diag}\left(d_{1} I, \ldots, \hat{a}_{F-1} I, I\right)
$$

Now

$$
D M D^{-1}=\left[M_{i j} \frac{d_{i}}{d_{j}}\right], d_{F}:=1
$$

And hence

$$
\begin{aligned}
\mu_{\Delta}(M) & \leq \inf _{D \in \mathcal{D}} \bar{\sigma}\left(D M D^{-1}\right)=\inf _{I \in \mathcal{D}} \bar{\sigma}\left[M_{i j} \frac{d_{i}}{d_{j}}\right] \\
& \leq \inf _{D \in \mathcal{D}} \bar{\sigma}\left[\left\|M_{i j}\right\| \frac{d_{i}}{d_{j}}\right] \leq \inf _{D \in \mathcal{D}} \sqrt{\sum_{i=1}^{F} \sum_{j=1}^{F}\left\|M_{i j}\right\|^{2} \frac{d_{i}^{2}}{d_{j}^{2}}} \\
& \leq \inf _{D \in \mathcal{D}} \sqrt{\sum_{i=1}^{F} \sum_{j=1}^{F}\left\|M_{i j}\right\|_{k}^{2} \frac{d_{i}^{2}}{d_{j}^{2}}}
\end{aligned}
$$

An approximate $D$ can be found by solving the following minimization problem:

$$
\inf _{D \in \mathcal{D}} \sum_{i=1}^{F} \sum_{j=1}^{F}\left\|M_{2,}\right\|^{2} \frac{d_{i}^{2}}{d_{j}^{2}}
$$

or, more conveniently, by minimizing

$$
\inf _{D \in \mathcal{D}} \sum_{i=1}^{F} \sum_{j=1}^{F}\left\|M_{i ;}\right\|_{F}^{2} \frac{d_{i}^{2}}{d_{j}^{2}}
$$

with $d_{F}=1$. The optimal $d_{i}$ minimizing of the above two problems satisfy, respectively,

$$
\begin{equation*}
d_{k}^{4}=\frac{\sum_{i \neq k}\left\|M_{i k}\right\|^{2} d_{i}^{2}}{\sum_{j \neq k}\left\|M_{k j}\right\|^{2} / d_{j}^{2}}, \quad k=1,2, \ldots, F-1 \tag{11.31}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{k}^{4}=\frac{\sum_{i \neq k}\left\|M_{i k}\right\|_{F}^{2} d_{i}^{2}}{\sum_{j \neq k}\left\|M_{k j}\right\|_{F}^{2} / d_{j}^{2}}, \quad k=1,2, \ldots, F-1 \tag{11.32}
\end{equation*}
$$

Using these relations, $d_{k}$ can be obtained by iterations.
Example 11.3 Consider a $3 \times 3$ complex matrix

$$
M=\left[\begin{array}{ccc}
1+j & 10-2 . j & -20 j \\
5 j & 3+j & -1+3 j \\
-2 & j & 4-j
\end{array}\right]
$$

with structured $\Delta=\operatorname{diag}\left(\delta_{1}, \delta_{2}, \delta_{3}\right)$. The largest singular value of $M$ is $\bar{\sigma}(M)=22.9094$ and the structured singular value of $M$ computed using the $\mu$-TOOLS is equal to its upper bound:

$$
\mu_{\Delta}(M)=\inf _{D \in \mathcal{D}} \bar{\sigma}\left(D M D^{-1}\right)=11.9636
$$

with the optimal scaling $D_{\text {opt }}=\operatorname{diag}(0.3955,0.6847,1)$. The optimal $D$ minimizing

$$
\inf _{D \in \mathcal{D}} \sum_{i=1}^{F} \sum_{j=1}^{F}\left\|M_{i j}\right\|^{2} \frac{d_{i}^{2}}{d_{j}^{2}}
$$

is $D_{\text {subopt }}=\operatorname{diag}(0.3212,0.4643,1)$ which is solved from equation (11.31). Using this $D_{\text {subopt }}$, we obtain another upper bound for the structured singular value:

$$
\mu_{\Delta}(M) \leq \bar{\sigma}\left(D_{\text {subopt }} M D_{\text {subopt }}^{-1}\right)=12.2538
$$

One may also use this $D_{\text {subopt }}$ as an initial guess for the exact optimization.

### 11.4 Overview on $\mu$ Synthesis

This section briefly outlines various synthesis methods. The details are somewhat complicated and are treated in the other parts of the book. At this point, we simply want to point out how the analysis theory discussed in the previous sections leads naturally to synthesis questions.

From the analysis results, we see that each case eventually leads to the evaluation of

$$
\begin{equation*}
\|M\|_{\alpha} \quad \alpha=2, \infty, \text { or } \mu \tag{11.33}
\end{equation*}
$$

for some transfer matrix $M$. Thus when the controller is put back into the problem, it involves only a simple linear fractional transformation as shown in Figure 11.6 with

$$
M=\mathcal{F}_{\ell}(G, K)=G_{11}+G_{12} K\left(I-G_{22} K\right)^{-1} G_{21} .
$$

where $G=\left[\begin{array}{ll}G_{11} & G_{12} \\ G_{21} & G_{22}\end{array}\right]$ is chosen, respectively, as

- nominal performance only $(\Delta=0): G=\left[\begin{array}{ll}P_{22} & P_{23} \\ P_{32} & P_{33}\end{array}\right]$
- robust stability only: $G=\left[\begin{array}{ll}P_{11} & P_{13} \\ P_{31} & P_{33}\end{array}\right]$
- robust performance: $G=P=\left[\begin{array}{cc:c}P_{11} & P_{12} & P_{13} \\ P_{21} & P_{22} & P_{23} \\ \hdashline P_{31} & P_{32} & P_{33}\end{array}\right]$.


Figure 11.6: Synthesis Framework

Each case then leads to the synthesis problem

$$
\begin{equation*}
\min _{K}\left\|\mathcal{F}_{\ell}(G, K)\right\|_{\alpha} \text { for } a=2, \infty, \text { or } \mu \tag{11.34}
\end{equation*}
$$

which is subject to the internal stability of the nominal.
The solutions of these problems for $\alpha=2$ and $\infty$ are the focus of the rest of this book. The solutions presented in this book unify the two approaches in a common synthesis framework. The $\alpha=2$ case was already known in the 1960 's, and the results are simply a new interpretation. The two Riccati solutions for the $\alpha=\infty$ case were new products of the late 1980's.

The synthesis for the $\alpha=\mu$ case is not yet fully solved. Recall that $\mu$ may be obtained by scaling and applying $\|\cdot\|_{\infty}$ (for $F=3$ and $S=0$ ), a reasonable approach is to "solve"

$$
\begin{equation*}
\min _{K} \inf _{D, D^{-1} \in \mathcal{H}_{\infty}}\left\|D \mathcal{F}_{\ell}(G, K) D^{-1}\right\|_{\infty} \tag{11.35}
\end{equation*}
$$

by iteratively solving for $K$ and $D$. This is the so-called $D-K$ Iteration. The stable and minimum phase scaling matrix $D(s)$ is chosen zuch that $D(s) \Delta(s)=\Delta(s) D(s)$ (Note that $D(s)$ is not necessarily belong to $\mathcal{D}$ since $D(s)$ is not necessarily Hermitian, see Remark 11.2). For a fixed scaling transfer matrix $D, \min _{K}\left\|D \mathcal{F}_{\ell}(G, K) D^{-1}\right\|_{\infty}$ is a standard $\mathcal{H}_{\infty}$ optimization problem which will be solved in the later part of the book. For a given stabilizing controller $K$, $\inf _{D, D^{-1} \mathcal{H}_{\infty}}\left\|D \mathcal{F}_{\ell}(G, K) D^{-1}\right\|_{\infty}$ is a standard convex optimization problem and it can be solved pointwise in the frequency domain:

$$
\sup _{\omega} \inf _{D_{\omega} \in \mathcal{D}} \bar{\sigma}\left[D_{\omega} \mathcal{F}_{\ell}(G, K)(j \omega) D_{\omega}^{-1}\right] .
$$

Indeed,

$$
\inf _{D, D^{-1} \in \mathcal{H}_{\infty}}\left\|D \mathcal{F}_{\ell}(G, K) D^{-1}\right\|_{\infty}=\sup _{\omega} \inf _{i_{\omega} \in \mathcal{D}} \bar{\sigma}\left[D_{\omega} \mathcal{F}_{\ell}(G, K)(j \omega) D_{\omega}^{-1}\right]
$$

This follows intuitively from the following arguments: the left hand side is always no smaller than the right hand side, and, on the other hand, given the minimizing $D_{\omega}$ from the right hand side across the frequency, there is always a rational function $D(s)$ uniformly approximating the magnitude frequency response $D_{\omega}$.

Note that when $S=0$, (no scalar blocks)

$$
D_{\omega}=\operatorname{diag}\left(d_{1}^{\omega} I, \ldots, \iota_{F-1}^{\omega} I, I\right) \in \mathcal{D}
$$

which is a block-diagonal scaling matrix applied pointwise across frequency to the frequency response $\mathcal{F}_{\ell}(G, K)(j \omega)$.


Figure 11.7: $\mu$-Synthesis via Scaling
D-K Iterations proceed by performing this two-parameter minimization in sequential fashion: first minimizing over $K$ with $D_{\omega}$ fixed, then minimizing pointwise over $D_{\omega}$ with $K$ fixed, then again over $K$, and again over $D_{\omega}$, etc. Details of this process are summarized in the following steps:
(i) Fix an initial estimate of the scaling matrix $D_{\omega} \in \mathcal{D}$ pointwise across frequency.
(ii) Find scalar transfer functions $d_{i}(s), d_{i}^{-1}(s) \in \mathcal{R} \mathcal{H}_{\infty}$ for $i=1,2, \ldots,(F-1)$ such that $\left|d_{i}(j \omega)\right| \approx d_{i}^{\omega}$. This step can be done using the interpolation theory [Youla and Saito, 1967]; however, this will usually result in very high order transfer functions, which explains why this process is currently done mostly by graphical matching using lower order transfer functions.
(iii) Let

$$
D(s)=\operatorname{diag}\left(d_{1}(s) I, \ldots, d_{F-1}(s) I, I\right)
$$

Construct a state space model for system in Figure 11.7:

$$
\hat{G}(s)=\left[\begin{array}{cc}
D(s) & \\
& I
\end{array}\right] G(s)\left[\begin{array}{cc}
D^{-1}(s) & \\
& I
\end{array}\right]
$$

(iv) Solve an $\mathcal{H}_{\infty}$-optimization problem to minimize

$$
\left\|\mathcal{F}_{\ell}(\hat{G}, K)\right\|_{\infty}
$$

over all stabilizing $K$ 's. Note that this optimization problem uses the scaled version of $G$. Let its minimizing controller be denoted by $\hat{K}$.
(v) Minimize $\bar{\sigma}\left[D_{\omega} \mathcal{F}_{\ell}(G, \hat{K}) D_{\omega}^{-1}\right]$ over $D_{\omega}$, pointwise across frequency. ${ }^{4}$ Note that this evaluation uses the minimizing $\hat{K}$ from the last step, but that $G$ is unscaled. The minimization itself produces a new scaling function. Let this new function be denoted by $\hat{D}_{\omega}$.

[^12](vi) Compare $\hat{D}_{\omega}$ with the previous estimate $D_{\omega}$. Stop if they are close, but, otherwise, replace $D_{\omega}$ with $\hat{D}_{\omega}$ and return to step (ii).

With either $K$ or $D$ fixed, the global optimum in the other variable may be found using the $\mu$ and $\mathcal{H}_{\infty}$ solutions. Although the joint optimization of $D$ and $K$ is not convex and the global convergence is not guaranteed, many designs have shown that this approach works very well [see e.g. Balas, 1990]. In fact, this is probably the most effective design methodology available today for dealing with such complicated problems. The detailed treatment of $\mu$ analysis is given in Packard and Doyle [1991]. The rest of this book will focus on the $\mathcal{H}_{\infty}$ optimization which is a fundamental tool for $\mu$ synthesis.

### 11.5 Notes and References

This chapter is partially based on the lecture notes given by Doyle [1984] in Honeywell and partially based on the lecture notes by Parkard [1991] and the paper by Doyle, Packard, and Zhou [1991]. Parts of section 11.3.3 come from the paper by Stein and Doyle [1991]. The small $\mu$ theorem for systems with non-rational plants and uncertainties is proven in Tits [1995]. Other results on $\mu$ can be found in Fan and Tits [1986], Fan, Tits, and Doyle [1991], Packard and Doy e [1993], Packard and Pandey [1993], Young [1993], and references therein.


## Parameterization of Stabilizing Controllers

The basic configuration of the feedback systems considered in this chapter is an LFT as shown in Figure 12.1, where $G$ is the generalized plant with two sets of inputs: the exogenous inputs $w$, which include disturbances and commands, and control inputs $u$. The plant $G$ also has two sets of outputs: the measured (or sensor) outputs $y$ and the regulated outputs $z . K$ is the controller to be designed. A control problem in this setup is either to analyze some specific properties, e.g., stability or performance, of the closedloop or to design the feedback control $K$ such that the closed-loop system is stable in some appropriate sense and the error signal $z$ is specified, i.e., some performance condition is satisfied. In this chapter we are only concerned with the basic internal stabilization problems. We will see again that this setup is very convenient for other general control synthesis problems in the coming chapters.

Suppose that a given feedback system is feedback stabilizable. In this chapter, the problem we are mostly interested in is parameterizing all controllers that stabilize the system. The parameterization of all internally stabilizing controllers was first introduced by Youla et al [1976]; in their parameterization, the coprime factorization technique is used. All of the existing results are mainly in the frequency domain although they can also be transformed to state-space descriptions. In this chapter, we consider this issue in the general setting and directly in state space without adopting coprime factorization technique. The construction of the controller parameterization is done via considering a sequence of special problems, which are so-called full information (FI) problems, disturbance feedforward ( $D F$ ) problems, full control ( FC ) problems and output estimation


Figure 12.1: General Syste'm Interconnection
(OE) problems. On the other hand, these special problems are also of importance in their own right.

In addition to presenting the controller parimeterization, this chapter also aims at introducing the synthesis machinery, which is asential in some control syntheses (the $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ control in Chapter 14 and Chapter 16), and at seeing how it works in the controller parameterization problem. The structure of this chapter is as follows: in section 12.1, the conditions for the existence of a stabilizing controller are examined. In section 12.2 , we shall examine the stabilization of different special problems and establish the relations among them. In section 12.3, the construction of controller parameterization for the general output feedback problem will be considered via the special problems $F I, D F, F C$ and $O E$. In section 12.4, the structure of the controller parameterization is displayed. Section 12.5 shows the closed-loop transfer matrix in terms of the parameterization. Section 12.6 considers an alternative approach to the controller parameterization using coprime factorizations and establishes the connections with the state space approach. This section can be either studied independently of all the preceding sections or skipped over without loss of continuity.

### 12.1 Existence of Stabilizing Controllers

Consider a system described by the standard block diagram in Figure 12.1. Assume that $G(s)$ has a stabilizable and detectable realization of the form

$$
G(s)=\left[\begin{array}{cc}
G_{11}(s) & G_{12}(s)  \tag{12.1}\\
G_{21}(s) & G_{22}(s)
\end{array}\right]=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right] .
$$

The stabilization problem is to find feedback mapping $K$ such that the closed-loop system is internally stable; the well-posedness is required for this interconnection. This general synthesis question will be called the output feedback (OF) problem.

Definition 12.1 A proper system $G$ is said to be stabilizable through output feedback if there exists a proper controller $K$ internally stabilizing $G$ in Figure 12.1. Moreover, a proper controller $K(s)$ is said to be admissible if it internally stabilizes $G$.

The following result is standard and follows from Chapter 3.

Lemma 12.1 There exists a proper $K$ achieving internal stability iff $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable. Further, let $F$ and $L$ be such that $A+B_{2} F$ and $A+L C_{2}$ are stable, then an observer-based stabilizing controller is given by

$$
K(s)=\left[\begin{array}{c|c}
A+B_{2} F+L C_{2}+L D_{22} F & -L \\
\hline F & 0
\end{array}\right]
$$

Proof. $(\Leftarrow)$ By the stabilizability and detectability assumptions, there exist $F$ and $L$ such that $A+B_{2} F$ and $A+L C_{2}$ are stable. Now let $K(s)$ be the observer-based controller given in the lemma, then the closed-loop $A$-matrix is given by

$$
\tilde{A}=\left[\begin{array}{cc}
A & B_{2} F \\
-L C_{2} & A+B_{2} F+L C_{2}
\end{array}\right]
$$

It is easy to check that this matrix is similar to the matrix

$$
\left[\begin{array}{cc}
A+L C_{2} & 0 \\
-L C_{2} & A+B_{2} F
\end{array}\right]
$$

Thus the spectrum of $\tilde{A}$ equals the union of the spectra of $A+L C_{2}$ and $A+B_{2} F$. In particular, $\tilde{A}$ is stable.
$(\Rightarrow)$ If $\left(A,{\underset{\sim}{2}}_{2}\right)$ is not stabilizable or if $\left(C_{2}, A\right)$ is not detectable, then there are some eigenvalues of $\tilde{A}$ which are fixed in the right half-plane, no matter what the compensator is. The details are left as an exercise.

The stabilizability and detectability conditions of $\left(A, B_{2}, C_{2}\right)$ are assumed throughout the remainder of this chapter ${ }^{1}$. It follows that the realization for $G_{22}$ is stabilizable and detectable, and these assumptions are enough to yield the following result.

Lemma 12.2 Suppose the inherited realization $\left[\begin{array}{c|c}A & B_{2} \\ \hline C_{2} & D_{22}\end{array}\right]$ for $G_{22}$ is stabilizable and detectable. Then the system in Figure 12.1 is internally stable iff the one in Figure 12.2 is internally stable.

In other words, $K(s)$ internally stabilizes $G(s)$ if and only if it internally stabilizes $G_{22}$.

[^13]

Figure 12.2: Equivalent Stabilization Diagram

Proof. The necessity follows from the definition. To show the sufficiency, it is sufficient to show that the system in Figure 12.1 and that in Figure 12.2 share the same $A$-matrix, which is obvious.

From Lemma 12.2, we see that the stabilizing controller for $G$ depends only on $G_{22}$. Hence all stabilizing controllers for $G$ can be obtained by using only $G_{22}$, which is how it is usually done in the conventional Youla parameterization. However, it will be shown that the general setup is very convenient and much more useful since any closed-loop system information can also be considered in the same framework.

Remark 12.1 There should be no confusion between a given realization for a transfer matrix $G_{22}$ and the inherited realization from $G$ where $G_{22}$ is a submatrix. A given realization for $G_{22}$ may be stabilizable and detectable while the inherited realization may be not. For instance,

$$
G_{22}=\frac{1}{s+1}=\left[\begin{array}{c|c}
-1 & 1 \\
\hline 1 & 0
\end{array}\right]
$$

is a minimal realization but the inherited realization of $G_{22}$ from

$$
\left[\begin{array}{ll}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{array}\right]=\left[\begin{array}{cc|cc}
-1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
\hline 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right]
$$

is

$$
G_{22}=\left[\begin{array}{cc|c}
-1 & 0 & 1 \\
0 & 1 & 0 \\
\hline 1 & 0 & 0
\end{array}\right] \quad\left(=\frac{1}{s+1}\right)
$$

which is neither stabilizable nor detectable.

### 12.2 Duality and Special Problems

In this section, we will discuss four problems from which the output feedback solutions are constructed via a separation argument. These special problems are fundamental to the approach taken for synthesis in this book, and, as we shall see, they are also of importance in their own right.

### 12.2.1 Algebraic Duality and Special Problems

Before we get into the study of the algebraic structure of control systems, we now introduce the concept of algebraic duality which will play an important role. It is well known that the concepts of controllability (stabilizability) and observability (detectability) of a system $(C, A, B)$ are dual because of the duality between $(C, A, B)$ and ( $B^{T}, A^{T}, C^{T}$ ). So, to deal with the issues related to a system's controllability and/or observability, we only need to examine the issues related to the observability and/or controllability of its dual system, respectively. The notion of duality can be generalized to a general setting.

Consider a standard system block diagram

where the plant $G$ and controller $K$ are assumed to be linear time invariant. Now consider another system shown below

whose plant and controller are obtained by transposing $G$ and $K$. We can check easily that $T_{z w}^{T}=\left[\mathcal{F}_{\ell}(G, K)\right]^{T}=\mathcal{F}_{\ell}\left(G^{T}, K^{T}\right)=T_{\bar{z} \bar{w}}$. It is not difficult to see that $K$ internally stabilizes $G$ iff $K^{T}$ internally stabilizes $G^{T}$. And we say that these two control structures are algebraically dual, especially, $G^{T}$ and $K^{T}$ which are dual objects of $G$ and $K$, respectively. So as far as stabilization or other synthesis problems are concerned, we can obtain the results for $G^{T}$ from the results for its dual object $G$ if they are available.

Now, we consider some special problems which are related to the general $O F$ problems stated in the last section and which are important in constructing the results for $O F$ problems. The special problems considered here all pertain to the standard block diagram, but to different structures than $G$. The problems are labeled as

FI. Full information, with the corresponding plant

$$
G_{F I}=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
{\left[\begin{array}{l}
I \\
0
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
I
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
0
\end{array}\right]}
\end{array}\right]
$$

FC. Full control, with the corresponding plant

$$
\left.G_{F C}=\left[\begin{array}{c|c|cc}
A & B_{1} & {\left[\begin{array}{cc}
I & 0 \\
\hline C_{1} & D_{11} \\
C_{2} & D_{21}
\end{array}\right]} \\
0 & I \\
0 & 0
\end{array}\right]\right]
$$

DF. Disturbance feedforward, with the corresponding plant

$$
G_{D F}=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & I & 0
\end{array}\right] .
$$

OE. Output estimation, with the corresponding plant

$$
G_{O E}=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & I \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

The motivations for these special problems will be given later when they are considered. There are also two additional structures which are standard and which will not be considered in this chapter; they are

SF. State feedback

$$
G_{S F}=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
I & 0 & 0
\end{array}\right]
$$

OI. Output injection

$$
G_{O I}=\left[\begin{array}{c|cc}
A & B_{1} & I \\
\hline C_{1} & D_{11} & 0 \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

Here we assume that all physical variables have compatible dimensions. We say that these special problems are special cases of $O F$ problems in the sense that their structures are specified in comparison to $O F$ problems.

The structure of transfer matrices shows clearly that FC, OE (and OI) are duals of FI, DF (and SF), respectively. These relationships are shown in the following diagram:


The precise meaning of "equivalent" in this diagram will be explained below.

### 12.2.2 Full Information and Disturbance Feedforward

In the FI problem, the controller is provided with Full Information since $y=\left[\begin{array}{c}x \\ w\end{array}\right]$. For the $F I$ problem, we only need to assume that $\left(A, B_{2}\right)$ is stabilizable to guarantee the solvability. It is clear that if any output feedback control problem is to be solvable then the corresponding FI problem has to be solvable, provided $F I$ is of the same structure with $O F$ except for the specified parts.

To motivate the name Disturbance Feedforward, consider the special case with $C_{2}=0$. Then there is no feedback and the measurement is exactly $w$, where $w$ is generally regarded as disturbance to the system. Only the disturbance, $w$, is fed through directly to the output. As we shall see, the feedback caused by $C_{2} \neq 0$ does not affect the transfer function from $w$ to the output $z$, but it does affect internal stability. In fact, the conditions for the solvability of the $D F$ problem are that $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable.

Now we examine the connection between the DF problem and the FI problem and show the meaning of their equivalence. Suppose that we have controllers $K_{F I}$ and $K_{D F}$ and let $T_{F I}$ and $T_{D F}$ denote the closed-loop $T_{z w}$ in


The question of interest is as follows: given either the $K_{F I}$ or the $K_{D F}$ controller, can we construct the other in such a way that $T_{F I}=T_{D F}$ ? The answer is positive. Actually, we have the following:

Lemma 12.3 Let $G_{F I}$ and $G_{D F}$ be given as above. Then
(i) $G_{D F}(s)=\left[\begin{array}{ccc}I & 0 & 0 \\ 0 & C_{2} & I\end{array}\right] G_{F I}(s)$.
(ii) $G_{F I}=\mathcal{S}\left(G_{D F}, P_{D F}\right)$ (where $\mathcal{S}(\cdot, \cdot)$ denote» the star-product)


$$
P_{D F(S)}=\left[\begin{array}{c|cc}
A-B_{1} C_{2} & B_{1} & B_{2} \\
\hline 0 & 0 & I \\
\hline\left[\begin{array}{c}
1 \\
-C_{2}
\end{array}\right] & {\left[\begin{array}{l}
0 \\
I
\end{array}\right]} & {\left[\begin{array}{l}
0 \\
0
\end{array}\right]}
\end{array}\right]
$$

Proof. Part (i) is obvious. Part (ii) follows from applying the star product formula. Nevertheless, we will give a direct proof to show the system structure. Let $x$ and $\hat{x}$ denote the state of $G_{D F}$ and $P_{D F}$, respectively. Take $e:=x-\hat{x}$ and $\hat{x}$ as the states of the resulting interconnected system; then its realization is

$$
\left[\begin{array}{cc|cc}
A-B_{1} C_{2} & 0 & 0 & 0 \\
B_{1} C_{2} & A & B_{1} & B_{2} \\
\hline C_{1} & C_{1} & D_{11} & D_{12} \\
{\left[\begin{array}{c}
0 \\
C_{2}
\end{array}\right]} & {\left[\begin{array}{c}
I \\
0
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
I
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
0
\end{array}\right]}
\end{array}\right]=\left[\begin{array}{ccc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
{\left[\begin{array}{l}
I \\
0
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
I
\end{array}\right]} & {\left[\begin{array}{l}
0 \\
0
\end{array}\right]}
\end{array}\right]
$$

which is exactly $G_{F I}$, as claimed.

Remark 12.2 There is an alternative way to see part (ii). The fact is that in the DF problems, the disturbance $w$ and the system states $x$ can be solved in terms of $y$ and $u$ :

$$
\left[\begin{array}{l}
x \\
w
\end{array}\right]=\left[\begin{array}{c|cc}
A-B_{1} C_{2} & B_{1} & B_{2} \\
\hline I & 0 & 0 \\
-C_{2} & I & 0
\end{array}\right]\left[\begin{array}{c}
y \\
u
\end{array}\right]=: V\left[\begin{array}{l}
y \\
u
\end{array}\right]
$$

Now connect $V$ up with $G_{D F}$ as shown below


Then it is easy to show that the transfer function from $(w, u)$ to $(z, x, w)$ is $G_{F I}$, and, furthermore, that the internal stability is not changed if $A-B_{1} C_{2}$ is stable.

The following theorem follows immediately:
Theorem 12.4 Let $G_{F I}, G_{D F}$, and $P_{D F}$ be given as above.
(i) $K_{F I}:=K_{D F}\left[\begin{array}{ll}C_{2} & I\end{array}\right]$ internally stabilizes $G_{F I}$ if $K_{D F}$ internally stabilizes $G_{D F}$. Furthermore,

$$
\mathcal{F}_{\ell}\left(G_{F I}, K_{D F}\left[C_{2} I\right]\right)=\mathcal{F}_{\ell}\left(G_{D F}, K_{D F}\right)
$$

(ii) Suppose $A-B_{1} C_{2}$ is stable. Then $K_{D F}:=\mathcal{F}_{\ell}\left(P_{D F}, K_{F I}\right)$ as shown below

internally stabilizes $G_{D F}$ if $K_{F I}$ internally stabilizes $G_{F I}$. Furthermore,

$$
\mathcal{F}_{\ell}\left(G_{D F}, \mathcal{F}_{\ell}\left(P_{D F}, K_{F I}\right)\right)=\mathcal{F}_{\ell}\left(G_{F I}, K_{F I}\right)
$$

Remark 12.3 This theorem shows that if $A-B_{1} C_{2}$ is stable, then problems FI and DF are equivalent in the above sense. Note that the transfer function from $w$ to $y_{D F}$ is

$$
G_{21}(s)=\left[\begin{array}{c|c}
A & B_{1} \\
\hline C_{2} & I
\end{array}\right] .
$$

Hence this stability condition implies that $G_{21}(s)$ has neither right half plane invariant zeros nor hidden unstable modes.

### 12.2.3 Full Control and Output Estimation

For the FC problem, the term Full Control is used because the controller has full access to both the state through output injection and the output $z$. The only restriction on the controller is that it must work with the measurement $y$. This problem is dual to the FI case and has the dual solvability condition to the FI problem, which is also guaranteed by the assumptions on $O F$ problems. The solutions to this kind of control problem can be obtained by first transposing $G_{F C}$, and solving the corresponding FI problem, and then transposing back.

On the other hand, problem $O E$ is dual to $D F$. Thus the discussion of the $D F$ problem is relevant here, when appropriately dualized. And the solvability conditions for the $O E$ problem are that $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable. To examine the physical meaning of output estimation, first note that

$$
z=C_{1} x+D_{11} v+u
$$

where $z$ is to be controlled by an appropriately designed control $u$. In general, our control objective will be to specify $z$ in some well-defined mathematical sense. To put it in other words, it is desired to find a $u$ that will estimate $C_{1} x+D_{11} w$ in such defined mathematical sense. So this kind of control problem can be regarded as an estimation problem. We are focusing on this particular estimation problem because it is the one that arises in solving the output feedback problem. A more conventional estimation problem would be the special case where no internal stability condition is imposed and $B_{2}=0$. Then the problem would be that of estimating the output $z$ given the measurement $y$. This special case motivates the term output estimation and can be obtained immediately from the results obtained for the general case.

The following discussion will explain the meaning of equivalence between $F C$ and $O E$ problems. Consider the following $F C$ and $O E$ diagrams:


We have similar results to the ones in the last subsection:

Lemma 12.5 Let $G_{F C}$ and $G_{O E}$ be given as above. Then
(i) $G_{O E}(s)=G_{F C}(s)\left[\begin{array}{ll}I & 0 \\ 0 & B_{2} \\ 0 & I\end{array}\right]$
(ii) $G_{F C}=\mathcal{S}\left(G_{O E}, P_{O E}\right)$, where $P_{O E}$ is given by

$$
P_{O E}(s)=\left[\begin{array}{c|lrl}
A-B_{2} C_{1} & 0 & {\left[\begin{array}{cc}
I & -B_{2}
\end{array}\right]} \\
\hline C_{1} & 0 & \left.\begin{array}{ll}
0 & I \\
C_{2} & I
\end{array}\right]
\end{array}\right]
$$

Theorem 12.6 Let $G_{F C}, G_{O E}$, and $P_{O E}$ be given as above.
(i) $K_{F C}:=\left[\begin{array}{c}B_{2} \\ I\end{array}\right] K_{O E}$ internally stabilizes $G_{F C}$ if $K_{O E}$ internally stabilizes $G_{O E}$. Furthermore,

$$
\mathcal{F}_{\ell}\left(G_{F C},\left[\begin{array}{c}
B_{2} \\
I
\end{array}\right] K_{O E}\right)=\mathcal{F}_{\ell}\left(G_{O E}, K_{O E}\right) .
$$

(ii) Suppose $A-B_{2} C_{1}$ is stable. Then $K_{O E}:=\mathcal{F}_{\ell}\left(P_{O E}, K_{F C}\right)$, as shown below

internally stabilizes $G_{O E}$ if $K_{F C}$ internally stabilizes $G_{F C}$. Furthermore,

$$
\mathcal{F}_{\ell}\left(G_{O E}, \mathcal{F}_{\ell}\left(P_{O E}, K_{F C}\right)\right)=\mathcal{F}_{\ell}\left(G_{F C}, K_{F C}\right)
$$

Remark 12.4 It is seen that if $A-B_{2} C_{1}$ is stable, then FC and OE problems are equivalent in the above sense. This condition implies that the transfer matrix $G_{12}(s)$ from $u$ to $z$ has neither right half-plane invariant zeros nor hidden unstable modes, which indicates that it has a stable inverse.

### 12.3 Parameterization of All Stabilizing Controllers

### 12.3.1 Problem Statement and Solution

Consider again the standard system block diagram in Figure 12.1 with

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right]=\left[\begin{array}{ll}
G_{11}(s) & G_{12}(s) \\
G_{21}(s) & G_{22}(s)
\end{array}\right]
$$

Suppose $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable. In this section we discuss the following problem:

Given a plant $G$, parameterize all controllers $K$ that internally stabilize $G$.
This parameterization for all stabilizing controllers is usually called Youla parameterization. As we have mentioned early, the stabilizing controllers for $G$ will depend only on $G_{22}$. However, it is more convenient to consider the problem in the general framework as will be shown. The parameterization of all stabilizing controllers is easy when the plant itself is stable.

Theorem 12.7 Suppose $G \in \mathcal{R} \mathcal{H}_{\infty}$; then the set of all stabilizing controllers can be described as

$$
\begin{equation*}
K=Q\left(I+G_{22} Q\right)^{-1} \tag{12.2}
\end{equation*}
$$

for any $Q \in \mathcal{R} \mathcal{H}_{\infty}$ and $I+D_{22} Q(\infty)$ nonsingular.
Remark 12.5 This result is very natural considering Corollary 5.5 , which says that a controller $K$ stabilizes a stable plant $G_{22}$ iff $K\left(I-G_{22} K\right)^{-1}$ is stable. Now suppose $Q=K\left(I-G_{22} K\right)^{-1}$ is a stable transfer matrix, then $K$ can be solved from this equation which gives exactly the controller parameterization in the above theorem.

Proof. Note that $G_{22}(s)$ is stable by the assumptions on $G$. Now use straightforward algebra to verify that the controllers given above stabilize $G_{22}$. On the other hand, suppose $K_{0}$ is a stabilizing controller; then $Q_{0}:=K_{0}\left(I-G_{22} K_{0}\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$, so $K_{0}$ can be expressed as $K_{0}=Q_{0}\left(I+G_{22} Q_{0}\right)^{-1}$. Note that the invertibility in the last equation is guaranteed by the well posedness of the interconnected system with controller $K_{0}$ since $I+D_{22} Q_{0}(\infty)=\left(I-D_{22} K_{0}(\infty)\right)^{-1}$.

However, if $G$ is not stable, the parameterization is much more complicated. The results can be more conveniently stated using state space representations.

Theorem 12.8 Let $F$ and $L$ be such that $A+L C_{2}$ and $A+B_{2} F$ are stable, and then all controllers that internally stabilize $G$ can be parameterized as the transfer matrix from $y$ to $u$ below


$$
J=\left[\begin{array}{c|cc}
A+B_{2} F+L C_{2}+L D_{22} F & -L & B_{2}+L D_{22} \\
\hline F & 0 & I \\
-\left(C_{2}+D_{22} F\right) & I & -D_{22}
\end{array}\right]
$$

with any $Q \in \mathcal{R} \mathcal{H}_{\infty}$ and $I+D_{22} Q(\infty)$ nonsinguiar.
A non-constructive proof of the theorem can be given by using the same argument as in the proof of Theorem 12.7, i.e., first verify that any controller given by the formula indeed stabilizes the system $G$, and then show that we can construct a stable $Q$ for any
given stabilizing controller $K$. This approach, however, does not give much insight into the controller construction and thus can not be generalized to other synthesis problems.

The conventional Youla approach to this problem is via coprime factorization [Youla et al, 1976, Vidyasagar, 1985, Desoer et al, 1982], which will be adopted in the later part of this chapter as an alternative approach.

In the following sections, we will present a novel approach to this problem without adopting coprime factorizations. The idea of this approach is to reduce the output feedback problem into some simpler problems, such as FI and OE or FC and DF which admit simple solutions, and then to solve the output feedback problem by the separation argument. The advantages of this approach are that it is simple and that many other synthesis problems, such as $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ optimal control problems in Chapters 14 and 16, can be solved by using the same machinery.

Readers should bear in mind that our objective here is to find all admissible controllers for the $O F$ problem. So at first, we will try to build up enough tools for this objective by considering the special problems. We will see that it is not necessary to parameterize all stabilizing controllers for these special problems to get the required tools.

In the next two subsections, we mainly consider the stabilizing controller characterizations for special problems. Also, we use the solutions to these special problems and the approach provided in the last section to characterize all stabilizing controllers of $O F$ problems.

### 12.3.2 Stabilizing Controllers for FI and FC Problems

In this subsection, we first examine the $F I$ structure

where the transfer matrix $G_{F I}$ is given in section 12.2 . The purpose of this subsection is to characterize a class of stabilizing controllers $K_{F I}$ that stabilize internally $G_{F I}$ and to build up enough tools to be used later.

Lemma 12.9 Let $F$ be a constant matrix such that $A+B_{2} F$ is stable. Then a class of stabilizing controllers for the FI problem can be parameterized as

$$
K_{F I}=\left[\begin{array}{ll}
F & Q
\end{array}\right]
$$

with any $Q \in \mathcal{R H}_{\infty}$.
Note that for the parameter matrix $Q \in \mathcal{R} \mathcal{H}_{\infty}$, it is reasonable to assume that the realization of $Q(s)$ is stabilizable and detectable.

Proof. It is easy to see that the controllers given in the above formula stabilize the system $G_{F I}$.

Now we consider the dual $F C$ problem; the system diagram pertinent to this case is


Lemma 12.10 Let $L$ be a constant matrix such that $A+L C_{2}$ is stable. Then a class of stabilizing controllers for the FC problem can be parameterized as

$$
K_{F C}=\left[\begin{array}{l}
L \\
Q
\end{array}\right]
$$

with any $Q \in \mathcal{R H}_{\infty}$.

### 12.3.3 Stabilizing Controllers for DF and OE Problems

In the $D F$ case we have the following system diagram:


The transfer matrix is given as in section 12.2.1. We will further assume that $A-B_{1} C_{2}$ is stable in this subsection. It should be pointed out that the existence of a stabilizing controller for this system is guaranteed by the stabilizability of $\left(A, B_{2}\right)$ and detectability of $\left(C_{2}, A\right)$. Hence this assumption is not necessary for our problem to be solvable; however, it does simplify the solution.

We will now parameterize stabilizing controllers for $G_{D F}$ by invoking the relationship between the FI problem and DF problem established in section 12.2.

Let $F$ be such that $A+B_{2} F$ is stable and let $K_{F I}=\left[\begin{array}{ll}F & Q\end{array}\right]$ for $Q \in \mathcal{R} \mathcal{H}_{\infty}$ be a class of stabilizing controllers for $G_{F I}$ then by Theorem $12.4 K_{D F}(s)=\mathcal{F}_{\ell}\left(P_{D F}, \hat{K}_{F I}\right)=$ $\mathcal{F}_{\ell}\left(J_{D F}, Q\right)$ with

$$
J_{D F}=\left[\begin{array}{c|cc}
A+B_{2} F-B_{1} C_{2} & B_{1} & B_{2} \\
\hline F & 0 & I \\
-C_{2} & I & 0
\end{array}\right]
$$

is a class of stabilizing controllers for $D F$. In fact, we have the following lemma which shows that the above parameterization characterizes all stabilizing controllers for the $D F$ problem.
Lemma 12.11 Assume that $A-B_{1} C_{2}$ is stable then all stabilizing controllers for the DF problem can be characterized by $K_{D F}=\mathcal{F}_{\ell}\left(J_{D F}, Q\right)$ with $Q \in \mathcal{R} \mathcal{H}_{\infty}$, where $J_{D F}$ is given as above.

Proof. We have already shown that the controller $K_{D F}=\mathcal{F}_{\ell}\left(J_{D F}, Q\right)$ for any given $Q \in \mathcal{R} \mathcal{H}_{\infty}$ does internally stabilize $G_{D F}$. Now let $K_{D F}$ be any stabilizing controller for $G_{D F}$; then $\mathcal{F}_{\ell}\left(\hat{J}_{D F}, K_{D F}\right) \in \mathcal{R} \mathcal{H}_{\infty}$ where

$$
\hat{J}_{D F}=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline-F & 0 & I \\
C_{2} & I & 0
\end{array}\right]
$$

( $\hat{J}_{D F}$ is stabilized by $K_{D F}$ since it has the same ' $G_{22}$ ' matrix as $G_{D F}$.)
Let $Q_{0}:=\mathcal{F}_{\ell}\left(\hat{J}_{D F}, K_{D F}\right) \in \mathcal{R} \mathcal{H}_{\infty} ;$ then $\mathcal{F}_{\ell}\left(J_{D F}, Q_{0}\right)=\mathcal{F}_{\ell}\left(J_{D F}, \mathcal{F}_{\ell}\left(\hat{J}_{D F}, K_{D F}\right)\right)=:$ $\mathcal{F}_{\ell}\left(J_{t m p}, K_{D F}\right)$, where $J_{t m p}$ can be obtained by using the state space star product formula given in Chapter 10:

$$
\begin{aligned}
J_{t m p} & =\left[\begin{array}{cc|cc}
A-B_{1} C_{2}+B_{2} F & -B_{2} F & B_{1} & B_{2} \\
-B_{1} C_{2} & A & B_{1} & B_{2} \\
\hline F & -F & 0 & I \\
-C_{2} & C_{2} & I & 0
\end{array}\right] \\
& =\left[\begin{array}{cc|cc}
A-B_{1} C_{2} & -B_{2} F & B_{1} & B_{2} \\
0 & A+B_{2} F & 0 & 0 \\
\hline 0 & -F & 0 & I \\
0 & C_{2} & I & 0
\end{array}\right] \\
& =\left[\begin{array}{cc}
0 & I \\
I & 0
\end{array}\right] .
\end{aligned}
$$

Hence $\mathcal{F}_{\ell}\left(J_{D F}, Q_{0}\right)=\mathcal{F}_{\ell}\left(J_{t m p}, K_{D F}\right)=K_{D F}$. This shows that any stabilizing controller can be expressed in the form of $\mathcal{F}_{\ell}\left(J_{D F}, Q_{0}\right)$ for some $Q_{0} \in \mathcal{R} \mathcal{H}_{\infty}$.

Now we turn to the dual $O E$ case. The corresponding system diagram is shown as below:


We will assume that $A-B_{2} C_{1}$ is stable. Again this assumption is made only for the simplicity of the solution, it is not necessary for the stabilization problem to be solvable.

Now we construct the parameterization for the $O E$ structure as a dual case to $D F$. Let $L$ be such that $A+L C_{2}$ is stable and let $K_{F C}=\left[\begin{array}{l}L \\ Q\end{array}\right]$ for $Q \in \mathcal{R} \mathcal{H}_{\infty}$ be a class of stabilizing controllers for the FC problem then $K_{O E}=\mathcal{F}_{\ell}\left(P_{O E}, K_{F C}\right)=\mathcal{F}_{\ell}\left(J_{O E}, Q\right)$ with

$$
J_{O E}=\left[\begin{array}{c|cc}
A-B_{2} C_{1}+L C_{2} & L & -B_{2} \\
\hline C_{1} & 0 & I \\
C_{2} & I & 0
\end{array}\right]
$$

is a class of stabilizing controllers for $G_{O E}$. In fact, we have the following lemma.
Lemma 12.12 Assume that $A-B_{2} C_{1}$ is stable: then all stabilizing controllers for the $O E$ problem can be characterized as $\mathcal{F}_{\ell}\left(J_{O E}, Q_{1}\right)$ with any $Q_{0} \in \mathcal{R} \mathcal{H}_{\infty}$, where $J_{O E}$ is defined as above.

Proof. The controllers in the form as stated in the theorem are admissible since the corresponding $F C$ controllers internally stabilize resulting $G_{F C}$.

Now assume $K_{O E}$ is any stabilizing controller for $G_{O E}$; then $\mathcal{F}_{\ell}\left(\hat{J}_{O E}, K_{O E}\right) \in \mathcal{R} \mathcal{H}_{\infty}$ where

$$
\hat{J}_{O E}=\left[\begin{array}{c|cc}
A & -L & B_{2} \\
\hline C_{1} & 0 & I \\
C_{2} & I & 0
\end{array}\right]
$$

Let $Q_{0}:=\mathcal{F}_{\ell}\left(\hat{J}_{O E}, K_{O E}\right) \in \mathcal{R} \mathcal{H}_{\infty}$. Then $\mathcal{F}_{\ell}\left(J_{O E}, Q_{0}\right)=\mathcal{F}_{\ell}\left(J_{O E}, \mathcal{F}_{\ell}\left(\hat{J}_{O E}, K_{O E}\right)\right)=$ $K_{O E}$, by using again the state space star product formula given in Chapter 10. This shows that any stabilizing controller can be expressed in the form of $\mathcal{F}_{\ell}\left(J_{O E}, Q_{0}\right)$ for some $Q_{0} \in \mathcal{R H}_{\infty}$.

### 12.3.4 Output Feedback and Separation

We are now ready to give a complete proof for Theorem 12.8. We will assume the results of the special problems and show how to construct all admissible controllers for the $O F$ problem from them. And we can also observe the separation argument as the byproduct; this essentially involves reducing the $O F$ problem to the combination of the simpler $F I$ and $F C$ problems. Moreover, we can see from the construction why the stability conditions of $A-B_{1} C_{2}$ and $A-B_{2} C_{1}$ in $D F$ and $O E$ problems were reasonably assumed and are automatically guaranteed in this case. Again we assume that the system has the following standard system block diagram:

with

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right]
$$

and that $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable.
Proof of Theorem 12.8. Without loss of generality, we shall assume $D_{22}=0$. For more general cases, i.e. $D_{22} \neq 0$, the mapping

$$
\hat{K}(s)=K(s)\left(I-D_{22} K(s)\right)^{-1}
$$

is well defined if the closed-loop system is assumed to be well posed. Then the system in terms of $\hat{K}$ has the structure

where

$$
\hat{G}(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

Now we construct the controllers for the $O F$ problem with $D_{22}=0$. Denote $x$ the state of system $G$; then the open-loop system can be written as

$$
\left[\begin{array}{c}
\dot{x} \\
z \\
y
\end{array}\right]=\left[\begin{array}{ccc}
A & B_{1} & B_{2} \\
C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & 0
\end{array}\right]\left[\begin{array}{l}
x \\
w \\
u
\end{array}\right]
$$

Since $\left(A, B_{2}\right)$ is stabilizable, there is a constant matrix $F$ such that $A+B_{2} F$ is stable. Note that $\left[\begin{array}{ll}F & 0\end{array}\right]$ is actually a special FI stabilizing controller. Now let

$$
v=u-F x
$$

Then the system can be broken into two subsystems:

$$
\left[\begin{array}{c}
\dot{x} \\
z
\end{array}\right]=\left[\begin{array}{ccc}
A+B_{2} F & B_{1} & B_{2} \\
C_{1}+D_{12} F & D_{11} & D_{12}
\end{array}\right]\left[\begin{array}{c}
x \\
w \\
v
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
\dot{x} \\
v \\
y
\end{array}\right]=\left[\begin{array}{ccc}
A & B_{1} & B_{2} \\
-F & 0 & I \\
C_{2} & D_{21} & 0
\end{array}\right]\left[\begin{array}{l}
x \\
w \\
u
\end{array}\right]
$$

This can be shown pictorially below:

with

$$
G_{1}=\left[\begin{array}{c|cc}
A+B_{2} F & B_{1} & B_{2} \\
\hline C_{1}+D_{12} F & D_{11} & D_{12}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

and

$$
G_{t m p}=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline-F & 0 & I \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

Obviously, $K$ stabilizes $G$ if and only if $K$ stablizes $G_{t m p}$; however, $G_{t m p}$ is of OE structure. Now let $L$ be such that $A+L C_{2}$ is stable. Then by Lemma 12.12 all controllers stabilizing $G_{t m p}$ are given by

$$
K=\mathcal{F}_{\ell}(J, Q)
$$

where

$$
J=\left[\begin{array}{c|cc}
A+B_{2} F+L C_{2} & L & -B_{2} \\
\hline-F & 0 & I \\
C_{2} & I & 0
\end{array}\right]=\left[\begin{array}{c|cc}
A+B_{2} F+L C_{2} & -L & B_{2} \\
\hline F & 0 & I \\
-C_{2} & I & 0
\end{array}\right]
$$

This concludes the proof.

Remark 12.6 We can also get the same result by applying the dual procedure to the above construction, i.e., first use an output injection to reduce the OF problem to a DF problem. The separation argument is obvious since the synthesis of the $O F$ problem can be reduced to $F I$ and $F C$ problems, i.e. the latter two problems can be designed independently.

Remark 12.7 Theorem 12.8 shows that any stabilizing controller $K(s)$ can be characterized as an LFT of a parameter matrix $Q \in \mathcal{R} \mathcal{H}_{\infty}$, i.e., $K(s)=\mathcal{F}_{\ell}(J, Q)$. Moreover, using the same argument as in the proof of Lemma 12.11, a realization of $Q(s)$ in terms of $K$ can be obtained as

$$
Q:=\mathcal{F}_{\ell}(\hat{J}, K)
$$

where

$$
\hat{J}=\left[\begin{array}{c|cc}
A & -L & B_{2} \\
\hline-F & 0 & I \\
C_{2} & I & D_{22}
\end{array}\right]
$$

and where $K(s)$ has the stabilizable and detectable realization.
Now we can reconsider the characterizations of all stabilizing controllers for the special problems with some reasonable assumptions, i.e. the stability conditions of $A-B_{1} C_{2}$ and $A-B_{2} C_{1}$ for $D F$ and $O E$ problems which were assumed in the last section can be dropped.

If we specify

$$
C_{2}=\left[\begin{array}{c}
I \\
0
\end{array}\right] \quad D_{21}=\left[\begin{array}{l}
0 \\
I
\end{array}\right] \quad D_{22}=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

the $O F$ problem, in its general setting, becomes the $F I$ problem. We know that the solvability conditions for the $F I$ problem are reduced, because of its special structure, to $\left(A, B_{2}\right)$ as stabilizable. By assuming this, we can get the following result from the $O F$ problem.

Corollary 12.13 Let $L_{1}$ and $F$ be such that $A+L_{1}$ and $A+B_{2} F$ are stable; then all controllers that stabilize $G_{F I}$ can be characterized as $\mathcal{F}_{\ell}\left(J_{F I}, Q\right)$ with any $Q \in \mathcal{R} \mathcal{H}_{\infty}$, where

$$
J_{F I}=\left[\begin{array}{c|cc}
A+B_{2} F+L_{1} & L & -B_{2} \\
\hline-F & 0 & I \\
{\left[\begin{array}{l}
I \\
0
\end{array}\right]} & I & 0
\end{array}\right]
$$

and where $L=\left(L_{1} L_{2}\right)$ is the injection matrix for any $L_{2}$ with compatible dimensions.
In the same way, we can consider the $F C$ problem as the special $O F$ problem by specifying

$$
B_{2}=\left[\begin{array}{ll}
I & 0
\end{array}\right] \quad D_{12}=\left[\begin{array}{ll}
0 & I
\end{array}\right] \quad D_{22}=\left[\begin{array}{ll}
0 & 0
\end{array}\right] .
$$

The $D F(O E)$ problem can also be considered as the special case of $O F$ by simply setting $D_{21}=I\left(D_{12}=I\right)$ and $D_{22}=0$.

Corollary 12.14 Consider the $D F$ problem, and assume that $\left(C_{2}, A, B_{2}\right)$ is stabilizable and detectable. Let $F$ and $L$ be such that $A+L C_{2}$ and $A+B_{2} F$ are stable, and then all controllers that internally stabilize $G$ can be parameterized as $\mathcal{F}_{l}\left(J_{D F}, Q\right)$ for some $Q \in \mathcal{R} \mathcal{H}_{\infty}$, i.e. the transfer function from $y$ to $u$ is shown as below


$$
J_{D F}=\left[\begin{array}{c|cc}
A+B_{2} F+L C_{2} & -L & B_{2} \\
\hline F & 0 & I \\
-C_{2} & I & 0
\end{array}\right]
$$

Remark 12.8 It would be interesting to compare this result with Lemma 12.11. It can be seen that Lemma 12.11 is a special case of this corollary. The condition that $A-B_{1} C_{2}$ is stable, which is required in Lemma 12.11, provides the natural injection matrix $L=-B_{1}$ which satisfies a partial condition in this corollary.

### 12.4 Structure of Controller Parameterization

Let us recap what we have done. We begin with a stabilizable and detectable realization of $G_{22}$

$$
G_{22}=\left[\begin{array}{c|c}
A & E_{2} \\
\hline C_{2} & D_{22}
\end{array}\right] .
$$

We choose $F$ and $L$ so that $A+B_{2} F$ and $A+L C_{2}$ are stable. Define $J$ by the formula in Theorem 12.8. Then the proper $K$ 's achieving internal stability are precisely those representable in Figure 12.3 and $K=\mathcal{F}_{\ell}(J, Q)$ where $Q \in \mathcal{R} \mathcal{H}_{\infty}$ and $I+D_{22} Q(\infty)$ is invertible.

It is interesting to note that the system in the dashed box is an observer-based stabilizing controller for $G$ (or $G_{22}$ ). Furthermo e, it is easy to show that the transfer function between $\left(y, y_{1}\right)$ and $\left(u, u_{1}\right)$ is $J$, i.e.,

$$
\left[\begin{array}{c}
u \\
u_{1}
\end{array}\right]=J\left[\begin{array}{c}
y \\
y
\end{array}\right] .
$$

It is also easy to show that the transfer matrix from $y_{1}$ to $u_{1}$ is zero.
This diagram of the parameterization of all stabilizing controllers also suggests an interesting interpretation: every internal stabilization amounts to adding stable dynamics to the plant and then stabilizing the extendel plant by means of an observer. The precise statement is as follows: for simplicity of the formulas, only the cases of strictly proper $G_{22}$ and $K$ are treated.


Figure 12.3: Structure of Stabilizing Controllers

Theorem 12.15 Assume that $G_{22}$ and $K$ are strictly proper and the system is Figure 12.1 is internally stable. Then $G_{22}$ can be embedded in a system

$$
\left[\begin{array}{c|c}
A_{e} & B_{e} \\
\hline C_{e} & 0
\end{array}\right]
$$

where

$$
A_{e}=\left[\begin{array}{cc}
A & 0  \tag{12.3}\\
0 & A_{a}
\end{array}\right], B_{e}=\left[\begin{array}{c}
B_{2} \\
0
\end{array}\right], C_{e}=\left[\begin{array}{ll}
C_{2} & 0
\end{array}\right]
$$

and where $A_{a}$ is stable, such that $K$ has the form

$$
K=\left[\begin{array}{c|c}
A_{e}+B_{e} F_{e}+L_{e} C_{e} & -L_{e}  \tag{12.4}\\
\hline F_{e} & 0
\end{array}\right]
$$

where $A_{e}+B_{e} F_{e}$ and $A_{e}+L_{e} C_{e}$ are stable.
Proof. $K$ is representable as in Figure 12.3 for some $Q$ in $\mathcal{R H}_{\infty}$. For $K$ to be strictly proper, $Q$ must be strictly proper. Take a minimal realization of $Q$ :

$$
Q=\left[\begin{array}{c|c}
A_{a} & B_{a} \\
\hline C_{a} & 0
\end{array}\right] .
$$

Since $Q \in \mathcal{R} \mathcal{H}_{\infty}, A_{a}$ is stable. Let $x$ and $x_{a}$ denote state vectors for $J$ and $Q$, respectively, and write the equations for the system in Figure 12.3:

$$
\begin{aligned}
\dot{x} & =\left(A+B_{2} F+L C_{2}\right) x-L y+B_{2} y_{1} \\
u & =F x+y_{1} \\
u_{1} & =-C_{2} x+y \\
\dot{x}_{a} & =A_{a} x_{a}+B_{a} u_{1} \\
y_{1} & =C_{a} x_{a}
\end{aligned}
$$

These equations yield

$$
\begin{aligned}
\dot{x}_{e} & =\left(A_{e}+B_{e} F_{e}+L_{e} C_{e}\right) x_{e}-L_{e} y \\
u & =F_{e} x_{e}
\end{aligned}
$$

where

$$
x_{e}:=\left[\begin{array}{c}
x \\
x_{a}
\end{array}\right], F_{e}:=\left[F>C_{a}\right], L_{e}:=\left[\begin{array}{c}
L \\
-B_{a}
\end{array}\right]
$$

and where $A_{e}, B_{e}, C_{e}$ are as in (12.3).

### 12.5 Closed-Loop Transfer Matrix

Recall that the closed-loop transfer matrix from $w$ to $z$ is a linear fractional transformation $\mathcal{F}_{\ell}(G, K)$ and that $K$ stabilizes $G$ if and only if $K$ stabilizes $G_{22}$. Elimination of the signals $u$ and $y$ in Figure 12.3 leads to Figure 12.4 for a suitable transfer matrix $T$. Thus all closed-loop transfer matrices are representable as in Figure 12.4.


Figure 12.4: Closed loop system

$$
\begin{equation*}
z=\mathcal{F}_{\ell}(G, K) w=\mathcal{F}_{\ell}\left(G, \mathcal{F}_{\ell}(J, Q)\right) w=\mathcal{F}_{\ell}(T, Q) w \tag{12.5}
\end{equation*}
$$

It remains to give a realization of $T$.

Theorem 12.16 Let $F$ and $L$ be such that $A+B F$ and $A+L C$ are stable. Then the set of all closed-loop transfer matrices from $w$ to $z$ achievable by an internally stabilizing proper controller is equal to

$$
\mathcal{F}_{\ell}(T, Q)=\left\{T_{11}+T_{12} Q T_{21}: Q \in \mathcal{R} \mathcal{H}_{\infty}, I+D_{22} Q(\infty) \text { invertible }\right\}
$$

where $T$ is given by

$$
T=\left[\begin{array}{cc}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{array}\right]=\left[\begin{array}{cc|cc}
A+B_{2} F & -B_{2} F & B_{1} & B_{2} \\
0 & A+L C_{2} & B_{1}+L D_{21} & 0 \\
\hline C_{1}+D_{12} F & -D_{12} F & D_{11} & D_{12} \\
0 & C_{2} & D_{21} & 0
\end{array}\right]
$$

Proof. This is straightforward by using the state space star product formula and follows from some tedious algebra, which the interested reader may easily verify.

An important point to note is that the closed-loop transfer matrix is simply an affine function of the controller parameter matrix $Q$ since $T_{22}=0$.

### 12.6 Youla Parameterization via Coprime Factorization*

In this section, all stabilizing controller parameterization will be derived using the conventional coprime factorization approach. Readers should be familiar with the results presented in Section 5.4 of Chapter 5 before proceeding further.

Theorem 12.17 Let $G_{22}=N M^{-1}=\tilde{M}^{-1} \tilde{N}$ be the rcf and lcf of $G_{22}$ over $\mathcal{R} \mathcal{H}_{\infty}$, respectively. Then the set of all proper controllers achieving internal stability is parameterized either by

$$
\begin{equation*}
K=\left(U_{0}+M Q_{r}\right)\left(V_{0}+N Q_{r}\right)^{-1}, \quad \operatorname{det}\left(I+V_{0}^{-1} N Q_{r}\right)(\infty) \neq 0 \tag{12.6}
\end{equation*}
$$

for $Q_{r} \in \mathcal{R} \mathcal{H}_{\infty}$ or by

$$
\begin{equation*}
K=\left(\tilde{V}_{0}+Q_{l} \tilde{N}\right)^{-1}\left(\tilde{U}_{0}+Q_{l} \tilde{M}\right), \quad \operatorname{det}\left(I+Q_{l} \tilde{N} \tilde{V}_{0}^{-1}\right)(\infty) \neq 0 \tag{12.7}
\end{equation*}
$$

for $Q_{l} \in \mathcal{R} \mathcal{H}_{\infty}$ where $U_{0}, V_{0}, \tilde{U}_{0}, \tilde{V}_{0} \in \mathcal{R} \mathcal{H}_{\infty}$ satisfy the Bezout identities:

$$
\tilde{V}_{0} M-\tilde{U}_{0} N=I, \quad \tilde{M} V_{0}-\tilde{N} U_{0}=I
$$

Moreover, if $U_{0}, V_{0}, \tilde{U}_{0}$, and $\tilde{V}_{0}$ are chosen such that $U_{0} V_{0}^{-1}=\tilde{V}_{0}^{-1} \tilde{U}_{0}$, i.e.,

$$
\left[\begin{array}{cc}
\tilde{V}_{0} & -\tilde{U}_{0} \\
-\tilde{N} & \tilde{M}
\end{array}\right]\left[\begin{array}{cc}
M & U_{0} \\
N & V_{0}
\end{array}\right]=\left[\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right]
$$

Then

$$
\begin{align*}
K & =\left(U_{0}+M Q_{y}\right)\left(V_{1}+N Q_{y}\right)^{-1} \\
& =\left(\tilde{V}_{0}+Q_{y} \tilde{N}\right)^{-1}\left(\tilde{U}_{0}+Q_{y} \tilde{M}\right) \\
& =\mathcal{F}_{\ell}\left(J_{y}, Q_{y}\right) \tag{12.8}
\end{align*}
$$

where

$$
J_{y}:=\left[\begin{array}{cc}
U_{0} V_{0}^{-1} & \tilde{V}_{0}^{-1}  \tag{12.9}\\
V_{0}^{-1} & -V_{0}^{-1} N
\end{array}\right]
$$

and where $Q_{y}$ ranges over $\mathcal{R} \mathcal{H}_{\infty}$ such that $\left(I+\int_{0}^{r-1} N Q_{y}\right)(\infty)$ is invertible
Proof. We shall prove the parameterization given in (12.6) first. Assume that $K$ has the form indicated, and define

$$
U:=U_{0}+M Q_{r}, V:=: V_{0}+N Q_{r} .
$$

Then

$$
\tilde{M} V-\tilde{N} U=\tilde{M}\left(V_{0}+N Q_{r}\right)-\tilde{N}\left(U_{0}+M Q_{r}\right)=\tilde{M} V_{0}-\tilde{N} U_{0}+(\tilde{M} N-\tilde{N} M) Q_{r}=I
$$

Thus $K$ achieves internal stability by Lemma 5. 0 .
Conversely, suppose $K$ is proper and achieve internal stability. Introduce an rcf of $K$ over $\mathcal{R} \mathcal{H}_{\infty}$ as $K=U V^{-1}$. Then by Lemma $\mathbf{J} .10, Z:=\tilde{M} V-\tilde{N} U$ is invertible in $\mathcal{R} \mathcal{H}_{\infty}$. Define $Q_{r}$ by the equation

$$
\begin{equation*}
U_{0}+M Q_{r}=U Z^{-1} \tag{12.10}
\end{equation*}
$$

so

$$
Q_{r}=M^{-1}\left(U Z^{-1}-U_{0}\right)
$$

Then using the Bezout identity, we have

$$
\begin{align*}
V_{0}+N Q_{r} & =V_{0}+N M^{-1}\left(U Z^{-1}-U_{0}\right) \\
& =V_{0}+\tilde{M}-1 \tilde{N}\left(U Z^{-1}-U_{0}\right) \\
& =\tilde{M}^{-1}\left(\tilde{M} V_{0} \cdots \tilde{N} U_{0}+\tilde{N} U Z^{-1}\right) \\
& =\tilde{M}^{-1}\left(I+\tilde{N} U Z^{-1}\right) \\
& =\tilde{M}^{-1}(Z+\tilde{N} U) Z^{-1} \\
& =\tilde{M}^{-1} \tilde{M} V Z Z^{-1} \\
& =V Z^{-1} \tag{12.11}
\end{align*}
$$

Thus,

$$
\begin{aligned}
K & =U V^{-1} \\
& =\left(U_{0}+M Q_{r}\right)\left(V_{1}+N Q_{r}\right)^{-1}
\end{aligned}
$$

To see that $Q_{r}$ belongs to $\mathcal{R} \mathcal{H}_{\infty}$, observe first from (12.10) and then from (12.11) that both $M Q_{r}$ and $N Q_{r}$ belong to $\mathcal{R} \mathcal{H}_{\infty}$. Then

$$
Q_{r}=\left(\tilde{V}_{0} M-\tilde{U}_{0} N\right) Q_{r}=\tilde{V}_{0}\left(M Q_{r}\right)-\tilde{U}_{0}\left(N Q_{r}\right) \in \mathcal{R} \mathcal{H}_{\infty}
$$

Finally, since $V$ and $Z$ evaluated at $s=\infty$ are both invertible, so is $V_{0}+N Q_{r}$ from (12.11), hence so is $I+V_{0}^{-1} N Q_{r}$.

Similarly, the parameterization given in (12.7) can be obtained.
To show that the controller can be written in the form of equation (12.8), note that

$$
\left(U_{0}+M Q_{y}\right)\left(V_{0}+N Q_{y}\right)^{-1}=U_{0} V_{0}^{-1}+\left(M-U_{0} V_{0}^{-1} N\right) Q_{y}\left(I+V_{0}^{-1} N Q_{y}\right)^{-1} V_{0}^{-1}
$$

and that $U_{0} V_{0}^{-1}=\tilde{V}_{0}^{-1} \tilde{U}_{0}$. We have

$$
\left(M-U_{0} V_{0}^{-1} N\right)=\left(M-\tilde{V}_{0}^{-1} \tilde{U}_{0} N\right)=\tilde{V}_{0}^{-1}\left(\tilde{V}_{0} M-\tilde{U}_{0} N\right)=\tilde{V}_{0}^{-1}
$$

and

$$
\begin{equation*}
K=U_{0} V_{0}^{-1}+\tilde{V}_{0}^{-1} Q_{y}\left(I+V_{0}^{-1} N Q_{y}\right)^{-1} V_{0}^{-1} \tag{12.12}
\end{equation*}
$$

Corollary 12.18 Given an admissible controller $K$ with coprime factorizations $K=$ $U V^{-1}=\tilde{V}^{-1} \tilde{U}$, the free parameter $Q_{y} \in \mathcal{R} \mathcal{H}_{\infty}$ in Youla parameterization is given by

$$
Q_{y}=M^{-1}\left(U Z^{-1}-U_{0}\right)
$$

where

$$
Z:=\tilde{M} V-\tilde{N} U
$$

Next, we shall establish the precise relationship between the above all stabilizing controller parameterization and the parameterization obtained in the previous sections via LFT framework.

Theorem 12.19 Let the doubly coprime factorizations of $G_{22}$ be chosen as

$$
\begin{gathered}
{\left[\begin{array}{cc}
M & U_{0} \\
N & V_{0}
\end{array}\right]=\left[\begin{array}{c|cc}
A+B_{2} F & B_{2} & -L \\
\hline F & I & 0 \\
C_{2}+D_{22} F & D_{22} & I
\end{array}\right]} \\
{\left[\begin{array}{cc}
\tilde{V}_{0} & -\tilde{U}_{0} \\
-\tilde{N} & \tilde{M}
\end{array}\right]=\left[\begin{array}{c|cc}
A+L C_{2} & -\left(B_{2}+L D_{22}\right) & L \\
\hline F & I & 0 \\
C_{2} & -D_{22} & I
\end{array}\right]}
\end{gathered}
$$

where $F$ and $L$ are chosen such that $A+B_{2} F$ and $A+L C_{2}$ are both stable.
Then $J_{y}$ can be computed as

$$
J_{y}=\left[\begin{array}{c|cc}
A+B_{2} F+L C_{2}+L D_{22} F & -L & B_{2}+L D_{22} \\
\hline F & 0 & I \\
-\left(C_{2}+D_{22} F\right) & I & -D_{22}
\end{array}\right]
$$

Proof. This follows from some tedious algebra.

Remark 12.9 Note that $J_{y}$ is exactly the same as the $J$ in Theorem 12.8 and that $K_{0}:=U_{0} V_{0}^{-1}$ is an observer-based stabilizing controller with

$$
K_{0}:=\left[\begin{array}{c|c}
A+B_{2} F+L C_{2}+L D_{22} F & -L \\
\hline F & 0
\end{array}\right] .
$$

### 12.7 Notes and References

The special problems FI, DF, FC, and OE were first introduced in Doyle, Glover, Khargonekar, and Francis [1989] for solving the $\mathcal{H}_{\infty}$ Iroblem, and they have been since used in many other papers for different problems. The new derivation of all stabilizing controllers was reported in Lu, Zhou, and Doyle [1991]. The paper by Moore et al [1990] contains some other related interesting results. The conventional Youla parameterization can be found in Youla et al [1976], Desoer et al [1980], Doyle [1984], Vidyasagar [1985], and Francis [1987]. The parameterization of all two-degree-of-freedom stabilizing controllers is given in Youla and Bongiorno [1985] and Vidyasagar [1985].


## Algebraic Riccati Equations

We have studied the Lyapunov equation in Chapter 3 and have seen the roles it played in some applications. A more general equation than the Lyapunov equation in control theory is the so-called Algebraic Riccati Equation or ARE for short. Roughly speaking, Lyapunov equations are most useful in system analysis while AREs are most useful in control system synthesis; particularly, they play the central roles in $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ optimal control.

Let $A, Q$, and $R$ be real $n \times n$ matrices with $Q$ and $R$ symmetric. Then an algebraic Riccati equation is the following matrix equation:

$$
\begin{equation*}
A^{*} X+X A+X R X+Q=0 . \tag{13.1}
\end{equation*}
$$

Associated with this Riccati equation is a $2 n \times 2 n$ matrix:

$$
H:=\left[\begin{array}{cc}
A & R  \tag{13.2}\\
-Q & -A^{*}
\end{array}\right] .
$$

A matrix of this form is called a Hamiltonian matrix. The matrix $H$ in (13.2) will be used to obtain the solutions to the equation (13.1). It is useful to note that $\sigma(H)$ (the spectrum of H ) is symmetric about the imaginary axis. To see that, introduce the $2 n \times 2 n$ matrix:

$$
J:=\left[\begin{array}{cc}
0 & -I \\
I & 0
\end{array}\right]
$$

having the property $J^{2}=-I$. Then

$$
J^{-1} H J=-J H J=-H^{*}
$$

so $H$ and $-H^{*}$ are similar. Thus $\lambda$ is an eigenvalue iff $-\bar{\lambda}$ is.
This chapter is devoted to the study of this algebraic Riccati equation and related problems: the properties of its solutions, the me:hods to obtain the solutions, and some applications.

In Section 13.1, we will study all solutions to (13.1). The word "all" means that any $X$, which is not necessarily real, not necessarily hermitian, not necessarily nonnegative, and not necessarily stabilizing, satisfying equation (13.1). The conditions for a solution to be hermitian, real, and so on, are also given in this section. The most important part of this chapter is Section 13.2 which focuses on the stabilizing solutions. This section is designed to be essentially self-contained so that readers who are only interested in the stabilizing solution may go to Section 13.2 dire tly without any difficulty. Section 13.3 presents the extreme (i.e., maximal or minimal) solutions of a Riccati equation and their properties. The relationship between the stabilizing solution of a Riccati equation and the spectral factorization of some frequency domain function is established in Section 13.4. Positive real functions and inner functions are introduced in Section 13.5 and 13.6. Some other special rational matrix factorizations, e.g., inner-outer factorizations and normalized coprime factorization, are given in Sections 13.7-13.8.

### 13.1 All Solutions of A Riccati Equation

The following theorem gives a way of constructivg solutions to (13.1) in terms of invariant subspaces of $H$.

Theorem 13.1 Let $\mathcal{V} \subset \mathbb{C}^{2 n}$ be an n-dimensional invariant subspace of $H$, and let $X_{1}, X_{2} \in \mathbb{C}^{n \times n}$ be two complex matrices such that

$$
\mathcal{V}=\operatorname{Im}\left[\begin{array}{l}
X_{1} \\
X_{-}
\end{array}\right]
$$

If $X_{1}$ is invertible, then $X:=X_{2} X_{1}^{-1}$ is a solution to the Riccati equation (13.1) and $\sigma(A+R X)=\sigma\left(\left.H\right|_{\nu}\right)$. Furthermore, the solution $X$ is independent of a specific choice of bases of $\mathcal{V}$.

Proof. Since $\mathcal{V}$ is an $H$ invariant subspace, there is a matrix $\Lambda \in \mathbb{C}^{n \times n}$ such that

$$
\left[\begin{array}{cc}
A & R \\
-Q & -A^{*}
\end{array}\right]\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right] \Lambda
$$

Postmultiply the above equation by $X_{1}^{-1}$ to get

$$
\left[\begin{array}{cc}
A & R  \tag{13.3}\\
-Q & -A^{*}
\end{array}\right]\left[\begin{array}{c}
I \\
X
\end{array}\right]=\left[\begin{array}{c}
I \\
X
\end{array}\right] X_{1} \Lambda X_{1}^{-1}
$$

Now pre-multiply (13.3) by $\left[\begin{array}{ll}-X & I\end{array}\right]$ to get

$$
\begin{aligned}
0 & =\left[\begin{array}{ll}
-X & I
\end{array}\right]\left[\begin{array}{cc}
A & R \\
-Q & -A^{*}
\end{array}\right]\left[\begin{array}{c}
I \\
X
\end{array}\right] \\
& =-X A-A^{*} X-X R X-Q,
\end{aligned}
$$

which shows that $X$ is indeed a solution of (13.1). Equation (13.3) also gives

$$
A+R X=X_{1} \Lambda X_{1}^{-1}
$$

therefore, $\sigma(A+R X)=\sigma(\Lambda)$. But, by definition, $\Lambda$ is a matrix representation of the map $\left.H\right|_{\mathcal{V}}$, so $\sigma(A+R X)=\sigma\left(\left.H\right|_{\mathcal{V}}\right)$. Finally note that any other basis spanning $\mathcal{V}$ can be represented as

$$
\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right] P=\left[\begin{array}{l}
X_{1} P \\
X_{2} P
\end{array}\right]
$$

for some nonsingular matrix $P$. The conclusion follows from the fact $\left(X_{2} P\right)\left(X_{1} P\right)^{-1}=$ $X_{2} X_{1}^{-1}$.

As we would expect, the converse of the theorem also holds.

Theorem 13.2 If $X \in \mathbb{C}^{n \times n}$ is a solution to the Riccati equation (13.1), then there exist matrices $X_{1}, X_{2} \in \mathbb{C}^{n \times n}$, with $X_{1}$ invertible, such that $X=X_{2} X_{1}^{-1}$ and the columns of $\left[\begin{array}{l}X_{1} \\ X_{2}\end{array}\right]$ form a basis of an $n$-dimensional invariant subspace of $H$.

Proof. Define $\Lambda:=A+R X$. Multiplying this by $X$ gives

$$
X \Lambda=X A+X R X=-Q-A^{*} X
$$

with the second equality coming from the fact that $X$ is a solution to (13.1). Write these two relations as

$$
\left[\begin{array}{cc}
A & R \\
-Q & -A^{*}
\end{array}\right]\left[\begin{array}{c}
I \\
X
\end{array}\right]=\left[\begin{array}{c}
I \\
X
\end{array}\right] \Lambda .
$$

Hence, the columns of $\left[\begin{array}{c}I \\ X\end{array}\right]$ span an $n$-dimensional invariant subspace of $H$, and defining $X_{1}:=I$, and $X_{2}:=\bar{X}$ completes the proof.

Remark 13.1 It is now clear that to obtain solutions to the Riccati equation, it is necessary to be able to construct bases for those invariant subspaces of $H$. One way of constructing those invariant subspaces is to use eigenvectors and generalized eigenvectors of $H$. Suppose $\lambda_{i}$ is an eigenvalue of $H$ with multiplicity $k$ (then $\lambda_{i+j}=\lambda_{i}$ for all $j=1, \ldots, k-1$ ), and let $v_{i}$ be a corresponding eigenvector and $v_{i+1}, \ldots, v_{i+k-1}$ be the corresponding generalized eigenvectors associated with $v_{i}$ and $\lambda_{i}$. Then $v_{j}$ are related by

$$
\begin{array}{lcl}
\left(H-\lambda_{i} I\right) v_{i} & =: & 0 \\
\left(H-\lambda_{i} I\right) v_{i+1} & =: & v_{i} \\
& \vdots & \\
\left(H-\lambda_{i} I\right) v_{i+k-1} & == & v_{i+k-2}
\end{array}
$$

and the $\operatorname{span}\left\{v_{j}, j=i, \ldots, i+k-1\right\}$ is an invariant subspace of $H$.
Example 13.1 Let

$$
A=\left[\begin{array}{cc}
-3 & 2 \\
-2 & 1
\end{array}\right] \quad R=\left[\begin{array}{cc}
0 & 0 \\
0 & -1
\end{array}\right], Q=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
$$

The eigenvalues of $H$ are $1,1,-1,-1$, and the corresponding eigenvector and generalized eigenvector of 1 are

$$
v_{1}=\left[\begin{array}{r}
1 \\
2 \\
2 \\
-2
\end{array}\right], v_{2}=\left[\begin{array}{r}
-1 \\
-3 / 2 \\
1 \\
0
\end{array}\right]
$$

The corresponding eigenvector and generalized eigenvector of -1 are

$$
v_{3}=\left[\begin{array}{l}
1 \\
1 \\
0 \\
0
\end{array}\right], v_{4}=\left[\begin{array}{c}
1 \\
3 / 2 \\
0 \\
0
\end{array}\right]
$$

All solutions of the Riccati equation under various combinations are given below:

- $\operatorname{span}\left\{v_{1}, v_{2}\right\}$ is $H$-invariant: let $\left[\begin{array}{l}X_{1} \\ X_{2}\end{array}\right]=\left[\begin{array}{ll}v_{1} & v_{2}\end{array}\right]$, then

$$
X=X_{2} X_{1}^{-1}=\left[\begin{array}{cc}
-10 & 6 \\
6 & -4
\end{array}\right]
$$

is a solution and $\sigma(A+R X)=\{1,1\}$;

- $\operatorname{span}\left\{v_{1}, v_{3}\right\}$ is $H$-invariant: let $\left[\begin{array}{l}X_{1} \\ X_{2}\end{array}\right]=\left[\begin{array}{ll}v_{1} & v_{3}\end{array}\right]$, then

$$
X=X_{2} X_{1}^{-1}=\left[\begin{array}{cc}
-2 & 2 \\
2 & -2
\end{array}\right]
$$

is also a solution and $\sigma(A+R X)=\{1,-1\}$;

- span $\left\{v_{3}, v_{4}\right\}$ is $H$-invariant: let $\left[\begin{array}{l}X_{1} \\ X_{2}\end{array}\right]=\left[\begin{array}{ll}v_{3} & v_{4}\end{array}\right]$, then $X=0$ is a solution and $\sigma(A+R X)=\{-1,-1\} ;$
- span $\left\{v_{1}, v_{4}\right\}, \operatorname{span}\left\{v_{2}, v_{3}\right\}$, and $\operatorname{span}\left\{v_{2}, v_{4}\right\}$ are not $H$-invariant subspaces. Readers can verify that the matrices constructed from those vectors are not solutions to the Riccati equation (13.1).

Up to this point, we have said nothing about the structure of the solutions given by Theorem 13.1 and 13.2. The following theorem gives a sufficient condition for a Riccati solution to be hermitian (not necessarily real symmetric).

Theorem 13.3 Let $\mathcal{V}$ be an n-dimensional $H$-invariant subspace and let $X_{1}, X_{2} \in$ $\mathbb{C}^{n \times n}$ be such that

$$
\mathcal{V}=\operatorname{Im}\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]
$$

Then $\lambda_{i}+\bar{\lambda}_{j} \neq 0$ for all $i, j=1, \ldots, n, \lambda_{i}, \lambda_{j} \in \sigma\left(\left.H\right|_{\nu}\right)$ implies that $X_{1}^{*} X_{2}$ is hermitian, i.e., $X_{1}^{*} X_{2}=\left(X_{1}^{*} X_{2}\right)^{*}$. Furthermore, if $X_{1}$ is nonsingular, then $X=X_{2} X_{1}^{-1}$ is hermitian.

Proof. Since $\mathcal{V}$ is an invariant subspace of $H$, there is a matrix representation $\Lambda$ for $\left.H\right|_{\mathcal{V}}$ such that $\sigma(\Lambda)=\sigma\left(\left.H\right|_{\mathcal{V}}\right)$ and

$$
H\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right] \Lambda
$$

Pre-multiply this equation by $\left[\begin{array}{l}X_{1} \\ X_{2}\end{array}\right]^{*} J$ to get

$$
\left[\begin{array}{l}
X_{1}  \tag{13.4}\\
X_{2}
\end{array}\right]^{*} J H\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]^{*} J\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right] \Lambda .
$$

Note that $J H$ is hermitian (actually symmetric since $H$ is real); therefore, the left-hand side of (13.4) is hermitian as well as the right-hand side:

$$
\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]^{*} J\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right] \Lambda=\Lambda^{*}\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]^{*} J^{*}\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=-\Lambda^{*}\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]^{*} J\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]
$$

i.e.,

$$
\left(-X_{1}^{*} X_{2}+X_{2}^{*} X_{1}\right) \Lambda=-\Lambda^{*}\left(-X_{1}^{*} X_{2}+X_{2}^{*} X_{1}\right)
$$

This is a Lyapunov equation. Since $\lambda_{i}+\bar{\lambda}_{j} \neq 0$, the equation has a unique solution:

$$
-X_{1}^{*} X_{2}+X_{2}^{*} X_{1}=0
$$

This implies that $X_{1}^{*} X_{2}$ is hermitian.
That $X$ is hermitian is easy to see by noting that $X=\left(X_{1}^{-1}\right)^{*}\left(X_{1}^{*} X_{2}\right) X_{1}^{-1}$.

Remark 13.2 It is clear from Example 13.1 that the condition $\lambda_{i}+\bar{\lambda}_{j} \neq 0$ is not necessary for the existence of a hermitian solution.

The following theorem gives necessary and sufficient conditions for a solution to be real.

Theorem 13.4 Let $\mathcal{V}$ be an $n$-dimensional $H$-invariant subspace, and let $X_{1}, X_{2} \in$ $\mathbb{C}^{n \times n}$ be such that $X_{1}$ is nonsingular and the columns of $\left[\begin{array}{l}X_{1} \\ X_{2}\end{array}\right]$ form a basis of $\mathcal{V}$. Then $X:=X_{2} X_{1}^{-1}$ is real if and only if $\mathcal{V}$ is conjugate symmetric, i.e., $v \in \mathcal{V}$ implies that $\bar{v} \in \mathcal{V}$.

Proof. $(\Leftarrow)$ Since $\mathcal{V}$ is conjugate symmetric, there is a nonsingular matrix $P \in \mathbb{C}^{n \times n}$ such that

$$
\left[\begin{array}{l}
\bar{X}_{1} \\
\bar{X}_{2}
\end{array}\right]=\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right] P
$$

where the over bar $\bar{X}$ denotes the complex conjugate. Therefore, $\bar{X}=\bar{X}_{2} \bar{X}_{1}^{-1}=$ $X_{2} P\left(X_{1} P\right)^{-1}=X_{2} X_{1}^{-1}=X$ is real as desired.
$\left(\Rightarrow\right.$ ) Define $X:=X_{2} X_{1}^{-1}$. By assumption, $X \in \mathbb{R}^{n \times n}$ and

$$
\operatorname{Im}\left[\begin{array}{c}
I \\
X
\end{array}\right]=\mathcal{V}
$$

therefore, $\mathcal{V}$ is conjugate symmetric.

Example 13.2 This example is intended to show that there are non-real, non-hermitian solutions to equation (13.1). It is also designed to show that the condition $\lambda_{i}+\bar{\lambda}_{j} \neq$ $0, \forall i, j$, which excludes the possibility of having imaginary axis eigenvalues since if $\lambda_{l}=j \omega$ then $\lambda_{l}+\bar{\lambda}_{l}=0$, is not necessary for the existence of a hermitian solution. Let

$$
A=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right], R=\left[\begin{array}{ccc}
-1 & 0 & -2 \\
0 & 0 & 0 \\
-2 & 0 & -4
\end{array}\right], Q=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Then $H$ has eigenvalues $\lambda_{1}=1=-\lambda_{2}, \lambda_{3}=\lambda_{5}=j=-\lambda_{4}=-\lambda_{6}$. It is easy to show that

$$
X=\left[\begin{array}{ccc}
0 & 0.5+0.5 j & 0.5-0.5 j \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

satisfies equation (13.1) and that $X$ is neither real nor hermitian. On the other hand,

$$
X=\left[\begin{array}{lll}
2 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

is a real symmetric nonnegative definite solution corresponding to the eigenvalues -1 , $j,-j$.

### 13.2 Stabilizing Solution and Riccati Operator

In this section, we discuss when a solution is stabilizing, i.e., $\sigma(A+R X) \subset \mathbb{C}$ _ and the properties of such solutions. This section is the central part of this chapter and is designed to be self-contained. Hence some of the material appearing in this section may be similar to that seen in the previous section.

Assume $H$ has no eigenvalues on the imaginary axis. Then it must have $n$ eigenvalues in $\operatorname{Re} s<0$ and $n$ in $\operatorname{Re} s>0$. Consider the two $n$-dimensional spectral subspaces, $\mathcal{X}_{-}(H)$ and $\mathcal{X}_{+}(H)$ : the former is the invariant subspace corresponding to eigenvalues in $\operatorname{Re} s<0$ and the latter corresponds to eigenvalues in $\operatorname{Re} s>0$. By finding a basis for $\mathcal{X}-(H)$, stacking the basis vectors up to form a matrix, and partitioning the matrix, we get

$$
\mathcal{X}_{-}(H)=\operatorname{Im}\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]
$$

where $X_{1}, X_{2} \in \mathbb{C}^{n \times n}$. ( $X_{1}$ and $X_{2}$ can be chosen to be real matrices.) If $X_{1}$ is nonsingular or, equivalently, if the two subspaces

$$
\mathcal{X}_{-}(H), \quad \operatorname{Im}\left[\begin{array}{l}
0  \tag{13.5}\\
I
\end{array}\right]
$$

are complementary, we can set $X:=X_{2} X_{1}^{-1}$. Then $X$ is uniquely determined by $H$, i.e., $H \longmapsto X$ is a function, which will be denoted Ric. We will take the domain of Ric, denoted $\operatorname{dom}(R i c)$, to consist of Hamiltonian matrices $H$ with two properties: $H$ has no eigenvalues on the imaginary axis and the two subspaces in (13.5) are complementary. For ease of reference, these will be called the stability property and the complementarity property, respectively. This solution will be called the stabilizing solution. Thus, $X=\operatorname{Ric}(H)$ and

$$
\text { Ric : } \operatorname{dom}(\text { Ric }) \subset \mathbb{R}^{2 n \times 2 n} \longmapsto \mathbb{R}^{n \times n} .
$$

The following well-known results give some projerties of $X$ as well as verifiable conditions under which $H$ belongs to $\operatorname{dom}($ Ric $)$.

Theorem 13.5 Suppose $H \in \operatorname{dom}(\operatorname{Ric})$ and $X=\operatorname{Ric}(H)$. Then
(i) $X$ is real symmetric;
(ii) $X$ satisfies the algebraic Riccati equation

$$
A^{*} X+X A+X R X+Q=0
$$

(iii) $A+R X$ is stable.

Proof. (i) Let $X_{1}, X_{2}$ be as above. It is claimed that

$$
\begin{equation*}
X_{1}^{*} X_{2} \text { is symmetric. } \tag{13.6}
\end{equation*}
$$

To prove this, note that there exists a stable matrix $H_{-}$in $\mathbb{R}^{n \times n}$ such that

$$
H\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right] H_{-}
$$

( $H_{-}$is a matrix representation of $\left.H\right|_{\mathcal{X}_{-}(H)}$.) Pre-multiply this equation by

$$
\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]^{*}
$$

to get

$$
\left[\begin{array}{l}
X_{1}  \tag{13.7}\\
X_{2}
\end{array}\right]^{*} J H\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]^{*} J\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right] H_{-} .
$$

Since $J H$ is symmetric, so is the left-hand side of (13.7) and so is the right-hand side:

$$
\begin{gathered}
\left(-X_{1}^{*} X_{2}+X_{2}^{*} X_{1}\right) H_{-}=H_{-}^{*}\left(-X_{1}^{*} X_{2}+X_{2}^{*} X_{1}\right)^{*} \\
=-H_{-}^{*}\left(-X_{1}^{*} X_{2}+X_{2}^{*} X_{1}\right)
\end{gathered}
$$

### 13.2. Stabilizing Solution and Riccati Operator

This is a Lyapunov equation. Since $H_{-}$is stable, the unique solution is

$$
-X_{1}^{*} X_{2}+X_{2}^{*} X_{1}=0
$$

This proves (13.6).
Since $X_{1}$ is nonsingular and $X=\left(X_{1}^{-1}\right)^{*}\left(X_{1}^{*} X_{2}\right) X_{1}^{-1}, X$ is symmetric.
(ii) Start with the equation

$$
H\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right] H_{-}
$$

and post-multiply by $X_{1}^{-1}$ to get

$$
H\left[\begin{array}{c}
I  \tag{13.8}\\
X
\end{array}\right]=\left[\begin{array}{c}
I \\
X
\end{array}\right] X_{1} H_{-} X_{1}^{-1}
$$

Now pre-multiply by $\left[\begin{array}{ll}X & -I\end{array}\right]$ :

$$
\left[\begin{array}{ll}
X & -I
\end{array}\right] H\left[\begin{array}{c}
I \\
X
\end{array}\right]=0
$$

This is precisely the Riccati equation.
(iii) Pre-multiply (13.8) by $\left[\begin{array}{ll}I & 0\end{array}\right]$ to get

$$
A+R X=X_{1} H_{-} X_{1}^{-1}
$$

Thus $A+R X$ is stable because $H_{-}$is.
Now, we are going to state one of the main theorems of this section which gives the necessary and sufficient conditions for the existence of a unique stabilizing solution of (13.1) under certain restrictions on the matrix $R$.

Theorem 13.6 Suppose $H$ has no imaginary eigenvalues and $R$ is either positive semidefinite or negative semi-definite. Then $H \in \operatorname{dom}($ Ric $)$ if and only if $(A, R)$ is stabilizable.

Proof. $(\Leftarrow)$ To prove that $H \in \operatorname{dom}($ Ric $)$, we must show that

$$
\mathcal{X}_{-}(H), \quad \operatorname{Im}\left[\begin{array}{l}
0 \\
I
\end{array}\right]
$$

are complementary. This requires a preliminary step. As in the proof of Theorem 13.5 define $X_{1}, X_{2}, H_{-}$so that

$$
\mathcal{X}_{-}(H)=\operatorname{Im}\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]
$$

$$
H\left[\begin{array}{l}
X_{1}  \tag{13.9}\\
X_{2}
\end{array}\right]=\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right] H_{-} .
$$

We want to show that $X_{1}$ is nonsingular, i.e., Ker $X_{1}=0$. First, it is claimed that Ker $X_{1}$ is $H_{-}$-invariant. To prove this, let $x \in \operatorname{ker} X_{1}$. Pre-multiply (13.9) by $\left[\begin{array}{ll}I & 0\end{array}\right]$ to get

$$
\begin{equation*}
A X_{1}+R X_{2}=\lambda_{1} H_{-} \tag{13.10}
\end{equation*}
$$

Pre-multiply by $x^{*} X_{2}^{*}$, post-multiply by $x$, and use the fact that $X_{2}^{*} X_{1}$ is symmetric (see (13.6)) to get

$$
x^{*} X_{2}^{*} R X_{2} x=0
$$

Since $R$ is semidefinite, this implies that $R X_{2} x:=0$. Now post-multiply (13.10) by $x$ to get $X_{1} H_{-} x=0$, i.e. $H_{-} x \in \operatorname{Ker} X_{1}$. This prove; the claim.

Now to prove that $X_{1}$ is nonsingular, suppose, on the contrary, that Ker $X_{1} \neq 0$. Then $\left.H_{-}\right|_{\text {Ker } X_{1}}$ has an eigenvalue, $\lambda$, and a corresponding eigenvector, $x$ :

$$
\begin{equation*}
H_{-} x=\lambda x \tag{13.11}
\end{equation*}
$$

$\operatorname{Re} \lambda<0, \quad 0 \neq x=\operatorname{Ker} X_{1}$.
Pre-multiply (13.9) by $\left[\begin{array}{ll}0 & I\end{array}\right]$ :

$$
\begin{equation*}
-Q X_{1}-A^{*} X_{2}=X_{2} H_{-} \tag{13.12}
\end{equation*}
$$

Post-multiply the above equation by $x$ and use (13.11):

$$
\left(A^{*}+\lambda I\right) X_{2} x=0
$$

Recall that $R X_{2} x=0$, we have

$$
x^{*} X_{2}^{*}[A+\bar{\lambda} I \quad R]=0
$$

Then stabilizability of $(A, R)$ implies $X_{2} x=0$. But if both $X_{1} x=0$ and $X_{2} x=0$, then $x=0$ since $\left[\begin{array}{l}X_{1} \\ X_{2}\end{array}\right]$ has full column rank, which is a contradiction.
$(\Rightarrow)$ This is obvious since $H \in d o m($ Ric $)$ implies that $X$ is a stabilizing solution and that $A+R X$ is asymptotically stable. It also innplies that $(A, R)$ must be stabilizable.

Theorem 13.7 Suppose $H$ has the form

$$
H=\left[\begin{array}{cc}
A & -B B^{*} \\
-C^{*} C & -A^{*}
\end{array}\right]
$$

Then $H \in \operatorname{dom}($ Ric $)$ iff $(A, B)$ is stabilizable and $(C, A)$ has no unobservable modes on the imaginary axis. Furthermore, $X=\operatorname{Ric}(H) \geq 0$ if $H \in \operatorname{dom}($ Ric $)$, and $\operatorname{Ker}(X)=0$ if and only if $(C, A)$ has no stable unobservable modes.

Note that $\operatorname{Ker}(X) \subset \operatorname{Ker}(C)$, so that the equation $X M=C^{*}$ always has a solution for $M$, and a minimum $F$-norm solution is given by $X^{\dagger} C^{*}$.

Proof. It is clear from Theorem 13.6 that the stabilizability of $(A, B)$ is necessary, and it is also sufficient if $H$ has no eigenvalues on the imaginary axis. So we only need to show that, assuming $(A, B)$ is stabilizable, $H$ has no imaginary eigenvalues iff $(C, A)$ has no unobservable modes on the imaginary axis. Suppose that $j \omega$ is an eigenvalue and $0 \neq\left[\begin{array}{l}x \\ z\end{array}\right]$ is a corresponding eigenvector. Then

$$
\begin{gathered}
A x-B B^{*} z=j \omega x \\
-C^{*} C x-A^{*} z=j \omega z
\end{gathered}
$$

Re-arrange:

$$
\begin{gather*}
(A-j \omega I) x=B B^{*} z  \tag{13.13}\\
-(A-j \omega I)^{*} z=C^{*} C x . \tag{13.14}
\end{gather*}
$$

Thus

$$
\begin{gathered}
\langle z,(A-j \omega I) x\rangle=\left\langle z, B B^{*} z\right\rangle=\left\|B^{*} z\right\|^{2} \\
-\left\langle x,(A-j \omega I)^{*} z\right\rangle=\left\langle x, C^{*} C x\right\rangle=\|C x\|^{2}
\end{gathered}
$$

so $\left\langle x,(A-j \omega I)^{*} z\right\rangle$ is real and

$$
-\|C x\|^{2}=\langle(A-j \omega I) x, z\rangle=\overline{\langle z,(A-j \omega I) x\rangle}=\left\|B^{*} z\right\|^{2}
$$

Therefore $B^{*} z=0$ and $C x=0$. So from (13.13) and (13.14)

$$
\begin{aligned}
(A-j \omega I) x & =0 \\
(A-j \omega I)^{*} z & =0
\end{aligned}
$$

Combine the last four equations to get

$$
\begin{aligned}
& z^{*}\left[\begin{array}{ll}
A-j \omega I & B]=0 \\
{\left[\begin{array}{c}
A-j \omega I \\
C
\end{array}\right] x=0}
\end{array}\right.
\end{aligned}
$$

The stabilizability of $(A, B)$ gives $z=0$. Now it is clear that $j \omega$ is an eigenvalue of $H$ iff $j \omega$ is an unobservable mode of $(C, A)$.

Next, set $X:=\operatorname{Ric}(H)$. We'll show that $X \geq 0$. The Riccati equation is

$$
A^{*} X+X A-X B B^{*} X+C^{*} C=0
$$

or equivalently

$$
\begin{equation*}
\left(A-B B^{*} X\right)^{*} X+X\left(A-B B^{*} X\right)+X B B^{*} X+C^{*} C=0 \tag{13.15}
\end{equation*}
$$

Noting that $A-B B^{*} X$ is stable (Theorem 13.5). we have

$$
\begin{equation*}
X=\int_{0}^{\infty} \mathrm{e}^{\left(A-B B^{*} X\right)^{*} t}\left(X B B^{*} X+C^{*} C\right) \mathrm{e}^{\left(A-B B^{*} X\right) t} d t \tag{13.16}
\end{equation*}
$$

Since $X B B^{*} X+C^{*} C$ is positive semi-definite, so is $X$.
Finally, we'll show that $\operatorname{Ker} X$ is non-trivial if and only if $(C, A)$ has stable unobservable modes. Let $x \in \operatorname{Ker} X$, then $X x=0$. Pre-multiply (13.15) by $x^{*}$ and post-multiply by $x$ to get

$$
C x=0
$$

Now post-multiply (13.15) again by $x$ to get

$$
X A x=0
$$

We conclude that $\operatorname{Ker}(X)$ is an $A$-invariant subspace. Now if $\operatorname{Ker}(X) \neq 0$, then there is a $0 \neq x \in \operatorname{Ker}(X)$ and a $\lambda$ such that $\lambda x=A x=\left(A-B B^{*} X\right) x$ and $C x=0$. Since $\left(A-B B^{*} X\right)$ is stable, $\operatorname{Re} \lambda<0$; thus $\lambda$ is a stable unobservable mode. Conversely, suppose ( $C, A$ ) has an unobservable stable mode $\lambda$, i.e., there is an $x$ such that $A x=\lambda x, C x=0$. By pre-multiplying the Riccati equation by $x^{*}$ and postmultiplying by $x$, we get

$$
2 \operatorname{Re} \lambda x^{*} X x-x^{*} X B B^{*} X x=0
$$

Hence $x^{*} X x=0$, i.e., $X$ is singular.

Example 13.3 This example shows that the observability of $(C, A)$ is not necessary for the existence of a positive definite stabilizing solution. Let

$$
A=\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right], B=\left[\begin{array}{l}
1 \\
1
\end{array}\right], C=\left[\begin{array}{ll}
0 & 0
\end{array}\right]
$$

Then $(A, B)$ is stabilizable, but $(C, A)$ is not detectable. However,

$$
X=\left[\begin{array}{cc}
18 & -24 \\
-24 & 36
\end{array}\right]>0
$$

is the stabilizing solution.
Corollary 13.8 Suppose that $(A, B)$ is stabilizable and $(C, A)$ is detectable. Then the Riccati equation

$$
A^{*} X+X A-X B B^{*} X+C^{*} C=0
$$

has a unique positive semidefinite solution. Moreover, the solution is stabilizing.

Proof. It is obvious from the above theorem that the Riccati equation has a unique stabilizing solution and that the solution is positive semidefinite. Hence we only need to show that any positive semidefinite solution $X \geq 0$ must also be stabilizing. Then by the uniqueness of the stabilizing solution, we can conclude that there is only one positive semidefinite solution. To achieve that goal, let us assume that $X \geq 0$ satisfies the Riccati equation but that it is not stabilizing. First rewrite the Riccati equation as

$$
\begin{equation*}
\left(A-B B^{*} X\right)^{*} X+X\left(A-B B^{*} X\right)+X B B^{*} X+C^{*} C=0 \tag{13.17}
\end{equation*}
$$

and let $\lambda$ and $x$ be an unstable eigenvalue and the corresponding eigenvector of $A-B B^{*} X$, respectively, i.e.,

$$
\left(A-B B^{*} X\right) x=\lambda x
$$

Now pre-multiply and postmultiply equation (13.17) by $x^{*}$ and $x$, respectively, and we have

$$
(\bar{\lambda}+\lambda) x^{*} X x+x^{*}\left(X B B^{*} X+C C\right) x=0
$$

This implies

$$
B^{*} X x=0, \quad C x=0
$$

since $\operatorname{Re}(\lambda) \geq 0$ and $X \geq 0$. Finally, we arrive at

$$
A x=\lambda x, \quad C x=0
$$

i.e., $(C, A)$ is not detectable, which is a contradiction. Hence $\operatorname{Re}(\lambda)<0$, i.e., $X \geq 0$ is the stabilizing solution.

Lemma 13.9 Suppose $D$ has full column rank and let $R=D^{*} D>0$; then the following statements are equivalent:
(i) $\left[\begin{array}{cc}A-j \omega I & B \\ C & D\end{array}\right]$ has full column rank for all $\omega$.
(ii) $\left(\left(I-D R^{-1} D^{*}\right) C, A-B R^{-1} D^{*} C\right)$ has no unobservable modes on $j \omega$-axis.

Proof. Suppose $j \omega$ is an unobservable mode of $\left(\left(I-D R^{-1} D^{*}\right) C, A-B R^{-1} D^{*} C\right)$; then there is an $x \neq 0$ such that

$$
\left(A-B R^{-1} D^{*} C\right) x=j \omega x, \quad\left(I-D R^{-1} D^{*}\right) C x=0
$$

i.e.,

$$
\left[\begin{array}{cc}
A-j \omega I & B \\
C & D
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
-R^{-1} D^{*} C & I
\end{array}\right]\left[\begin{array}{l}
x \\
0
\end{array}\right]=0
$$

But this implies that

$$
\left[\begin{array}{cc}
A-j \omega I & B  \tag{13.18}\\
C & D
\end{array}\right]
$$

does not have full column rank. Conversely, surpose (13.18) does not have full column rank for some $\omega$; then there exists $\left[\begin{array}{l}u \\ v\end{array}\right] \neq 0$ such that

$$
\left[\begin{array}{cc}
A-j \omega I & B \\
C & D
\end{array}\right]\left[\begin{array}{c}
u \\
v
\end{array}\right]=0
$$

Now let

$$
\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
-R^{-1} D^{*} C^{\prime} & I
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

Then

$$
\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{cc}
I & \jmath \\
R^{-1} D^{*} C & I
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right] \neq 0
$$

and

$$
\begin{gather*}
\left(A-B R^{-1} D^{*} C-j \omega I\right) x+B y=0  \tag{13.19}\\
\left(I-D R^{-1} D^{*}\right) C x+D y=0 \tag{13.20}
\end{gather*}
$$

Pre-multiply (13.20) by $D^{*}$ to get $y=0$. Then we have

$$
\left(A-B R^{-1} D^{*} C\right) x=j \omega x, \quad\left(!-D R^{-1} D^{*}\right) C x=0
$$

i.e., $j \omega$ is an unobservable mode of $\left(\left(I-D R^{-1} D^{*}\right) C, A-B R^{-1} D^{*} C\right)$.

Remark 13.3 If $D$ is not square, then there is: a $D_{\perp}$ such that $\left[\begin{array}{ll}D_{\perp} & D R^{-1 / 2}\end{array}\right]$ is unitary and that $D_{\perp} D_{\perp}^{*}=I-D R^{-1} D^{*}$. Hence, in some cases we will write the condition (ii) in the above lemma as ( $D_{\perp}^{*} C, A-B R^{-1} D^{\times} C$ ) having no imaginary unobservable modes. Of course, if $D$ is square, the condition ss simplified to $A-B R^{-1} D^{*} C$ with no imaginary eigenvalues. Note also that if $D^{*} C=: 0$, condition (ii) becomes $(C, A)$ with no imaginary unobservable modes.

Corollary 13.10 Suppose $D$ has full column rank and denote $R=D^{*} D>0$. Let $H$ have the form

$$
\begin{aligned}
H & =\left[\begin{array}{cc}
A & 0 \\
-C^{*} C & -A^{*}
\end{array}\right]-\left[\begin{array}{c}
B \\
-C^{*} D
\end{array}\right] R^{-1}\left[\begin{array}{cc}
D^{*} C & B^{*}
\end{array}\right] \\
& =\left[\begin{array}{cc}
A-B R^{-1} D^{*} C & -B R^{-1} B^{*} \\
-C^{*}\left(I-D R^{-1} D^{*}\right) C & -\left(A-B R^{-1} D^{*} C\right)^{*}
\end{array}\right]
\end{aligned}
$$

Then $H \in \operatorname{dom}($ Ric $)$ iff $(A, B)$ is stabilizable and $\left[\begin{array}{cc}A-j \omega I & B \\ C & D\end{array}\right]$ has full column rank for all $\omega$. Furthermore, $X=\operatorname{Ric}(H) \geq 0$ if $H \in \operatorname{dom}(\operatorname{Ric})$, and $\operatorname{Ker}(X)=0$ if and only if $\left(D_{\perp}^{*} C, A-B R^{-1} D^{*} C\right)$ has no stable unobservable modes.

Proof. This is the consequence of the Lemma 13.9 and Theorem 13.7.

Remark 13.4 It is easy to see that the detectability (observability) of ( $D_{\perp}^{*} C, A-B R^{-1} D^{*} C$ ) implies the detectability (observability) of $(C, A)$; however, the converse is in general not true. Hence the existence of a stabilizing solution to the Riccati equation in the above corollary is not guaranteed by the stabilizability of $(A, B)$ and detectability of $(C, A)$. Furthermore, even if a stabilizing solution exists, the positive definiteness of the solution is not guaranteed by the observability of $(C, A)$ unless $D^{*} C=0$. As an example, consider

$$
A=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], B=\left[\begin{array}{c}
0 \\
-1
\end{array}\right], C=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], D=\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

Then $(C, A)$ is observable, $(A, B)$ is controllable, and

$$
A-B D^{*} C=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], D_{\perp}^{*} C=\left[\begin{array}{ll}
0 & 0
\end{array}\right]
$$

A Riccati equation with the above data has a nonnegative definite stabilizing solution since ( $D_{\perp}^{*} C, A-B R^{-1} D^{*} C$ ) has no unobservable modes on the imaginary axis. However, the solution is not positive definite since ( $D_{\perp}^{*} C, A-B R^{-1} D^{*} C$ ) has a stable unobservable mode. On the other hand, if the $B$ matrix is changed to

$$
B=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

then the corresponding Riccati equation has no stabilizing solution since, in this case, $\left(A-B D^{*} C\right)$ has eigenvalues on the imaginary axis although $(A, B)$ is controllable and $(C, A)$ is observable.

### 13.3 Extreme Solutions and Matrix Inequalities

We have shown in the previous sections that given a Riccati equation, there are generally many possible solutions. Among all solutions, we are most interested in those which are real, symmetric, and, in particular, the stabilizing solutions. There is another class of solutions which are interesting; they are called extreme (maximal or minimal) solutions. Some properties of the extreme solutions will be studied in this section. The connections between the extreme solutions and the stabilizing solutions will also be established in this section. To illustrate the idea, let us look at an example.

## Example 13.4 Let

$$
A=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & -3
\end{array}\right], B=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right], C=\left[\begin{array}{ccc}
0 & 0 & 0
\end{array}\right]
$$

The eigenvalues of matrix $H=\left[\begin{array}{cc}A & -B B^{*} \\ -C^{*} C & -A^{*}\end{array}\right]$ are

$$
\lambda_{1}=1, \lambda_{2}=-1, \lambda_{3}=2, \lambda_{4}=-2, \lambda_{5}=-3, \lambda_{6}=3
$$

and their corresponding eigenvectors are

$$
v_{1}=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right], v_{2}=\left[\begin{array}{c}
3 \\
2 \\
-3 \\
6 \\
0 \\
0
\end{array}\right], v_{3}=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0 \\
0 \\
0
\end{array}\right], v_{4}=\left[\begin{array}{c}
4 \\
3 \\
-12 \\
0 \\
12 \\
0
\end{array}\right], v_{5}=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{array}\right], v_{6}=\left[\begin{array}{c}
-3 \\
-6 \\
-1 \\
0 \\
0 \\
6
\end{array}\right]
$$

There are four distinct nonnegative definite symmetric solutions depending on the chosen invariant subspaces:

$$
\begin{aligned}
& \text { - }\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\left[\begin{array}{lll}
v_{1} & v_{3} & v_{5}
\end{array}\right] ; Y_{1}=X_{2} X_{1}^{-1}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] ; \\
& \text { - }\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\left[\begin{array}{lll}
v_{2} & v_{3} & v_{5}
\end{array}\right] ; Y_{2}=X_{2} X_{1}^{-1}=\left[\begin{array}{ccc}
2 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] ; \\
& \text { - }\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\left[\begin{array}{lll}
v_{1} & v_{4} & v_{5}
\end{array}\right] ; Y_{3}=X_{2} X_{1}^{-1}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 4 & 0 \\
0 & 0 & 0
\end{array}\right] ; \\
& \text { - }\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\left[\begin{array}{lll}
v_{2} & v_{4} & v_{5}
\end{array}\right] ; Y_{4}=X_{2} X_{1}^{-1}=\left[\begin{array}{ccc}
18 & -24 & 0 \\
-24 & 36 & 0 \\
0 & 0 & 0
\end{array}\right] .
\end{aligned}
$$

These solutions can be ordered as $Y_{4} \geq Y_{i} \geq Y_{1}, i=2,3$. Of course, this is only a partial ordering since $Y_{2}$ and $Y_{3}$ are not comparable. Note also that only $Y_{4}$ is a stabilizing solution, i.e., $A-B B^{*} Y_{4}$ is stable. Furthermore, $Y_{4}$ and $Y_{1}$ are the "maximal" and "minimal" solutions, respectively.

The partial ordering concept shown in Example 13.4 can be stated in a much more general setting. To do that, again consider the Riccati equation (13.1). We shall call a hermitian solution $X_{+}$of (13.1) a maximal solution if $X_{+} \geq X$ for all hermitian solutions $X$ of (13.1). Similarly, we shall call a hermitian solution $X_{-}$of (13.1) a minimal solution if $X_{-} \leq X$ for all hermitian solutions $X$ of (13.1). Clearly, maximal and minimal solutions are unique if they exist.

To study the properties of the maximal and minimal solutions, we shall introduce the following quadratic matrix:

$$
\begin{equation*}
\mathcal{Q}(X):=A^{*} X+X A+X R X+Q \tag{13.21}
\end{equation*}
$$

Theorem 13.11 Assume $R \leq 0$ and assume there is a hermitian matrix $X=X^{*}$ such that $\mathcal{Q}(X) \geq 0$.
(i) If $(A, R)$ is stabilizable, then there exists a unique maximal solution $X_{+}$to the Riccati equation (13.1). Furthermore,

$$
X_{+} \geq X, \forall X \text { such that } \mathcal{Q}(X) \geq 0
$$

and $\sigma\left(A+R X_{+}\right) \subset \overline{\mathbb{C}}_{-}$.
(ii) If $(-A, R)$ is stabilizable, then there exists a unique minimal solution $X_{-}$to the Riccati equation (13.1). Furthermore,

$$
X_{-} \leq X, \forall X \text { such that } \mathcal{Q}(X) \geq 0
$$

and $\sigma\left(A+R X_{-}\right) \subset \overline{\mathbb{C}}_{+}$.
(iii) If $(A, R)$ is controllable, then both $X_{+}$and $X_{-}$exist. Furthermore, $X_{+}>X_{-}$iff $\sigma\left(A+R X_{+}\right) \subset \mathbb{C}_{-}$iff $\sigma\left(A+R X_{-}\right) \subset \mathbb{C}_{+}$. In this case,

$$
\begin{aligned}
X_{+}-X_{-} & =\left(\int_{0}^{\infty} e^{\left(A+R X_{+}\right) t} R e^{\left(A+R X_{+}\right)^{*} t} d t\right)^{-1} \\
& =\left(\int_{-\infty}^{0} e^{\left(A+R X_{-}\right) t} R e^{\left(A+R X_{-}\right)^{*} t} d t\right)^{-1}
\end{aligned}
$$

(iv) If $\mathcal{Q}(X)>0$, the results in (i) and (ii) can be respectively strengthened to $X_{+}>X$, $\sigma\left(A+R X_{+}\right) \subset \mathbb{C}_{-}$, and $X_{-}<X, \sigma\left(A+R X_{-}\right) \subset \mathbb{C}_{+}$.

Proof. Let $R=-B B^{*}$ for some $B$. Note the fact that $(A, R)$ is stabilizable (controllable) iff $(A, B)$ is.
(i): Let $X$ be such that $\mathcal{Q}(X) \geq 0$. Since $(A, B)$ is stabilizable, there is an $F_{0}$ such that

$$
A_{0}:=A+B F_{0}
$$

is stable. Now let $X_{0}$ be the unique solution to the Lyapunov equation

$$
X_{0} A_{0}+A_{0}^{*} X_{0}+F_{0}^{*} F_{1}+Q=0
$$

Then $X_{0}$ is hermitian. Define

$$
\hat{F}_{0}:=F_{0}+B^{*} X
$$

and we have the following equation:

$$
\left(X_{0}-X\right) A_{0}+A_{0}^{*}\left(X_{0}-X\right)=\cdots \hat{F}_{0}^{*} \hat{F}_{0}-\mathcal{Q}(X) \leq 0
$$

The stability of $A_{0}$ implies that

$$
X_{0} \geq X
$$

Starting with $X_{0}$, we shall define a non-increasing sequence of hermitian matrices $\left\{X_{i}\right\}$. Associated with $\left\{X_{i}\right\}$, we shall also define a sequence of stable matrices $\left\{A_{i}\right\}$ and a sequence of matrices $\left\{F_{i}\right\}$. Assume inductively that we have already defined matrices $\left\{X_{i}\right\},\left\{A_{i}\right\}$, and $\left\{F_{i}\right\}$ for $i$ up to $n-1$ such that $X_{i}$ is hermitian and

$$
\begin{gather*}
X_{0} \geq X_{1} \geq \cdots \geq X_{n-1} \geq X, \\
A_{i}=A+B F_{i}, \text { is stable, } i=0, \ldots, n-1 ; \\
F_{i}=-B^{*} X_{i-1}, i=1, \ldots, n-1 ; \\
X_{i} A_{i}+A_{i}^{*} X_{i}=-F_{i}^{*} F_{i}-Q, i=0,1, \ldots, n-1 . \tag{13.22}
\end{gather*}
$$

Next, introduce

$$
\begin{aligned}
& F_{n}=-B^{*} X_{n-1} \\
& A_{n}=A+B F_{n}
\end{aligned}
$$

First we show that $A_{n}$ is stable. Then, using (13.22), with $i=n$, we define a hermitian matrix $X_{n}$ with $X_{n-1} \geq X_{n} \geq X$. Now using (13.22), with $i=n-1$, we get

$$
\begin{equation*}
X_{n-1} A_{n}+A_{n}^{*} X_{n-1}+Q+F_{n}^{*} F_{n}+\left(F_{n}-F_{n-1}\right)^{*}\left(F_{n}-F_{n-1}\right)=0 \tag{13.23}
\end{equation*}
$$

Let

$$
\hat{F}_{n}:=F_{n}+B^{*} X
$$

then

$$
\begin{equation*}
\left(X_{n-1}-X\right) A_{n}+A_{n}^{*}\left(X_{n-1}-X\right)=-\mathcal{Q}(X)-\hat{F}_{n}^{*} \hat{E}_{n}-\left(F_{n}-F_{n-1}\right)^{*}\left(F_{n}-F_{n-1}\right) \tag{13.24}
\end{equation*}
$$

Now assume that $A_{n}$ is not stable, i.e., there exists a $\lambda$ with $\operatorname{Re} \lambda \geq 0$ and $x \neq 0$ such that $A_{n} x=\lambda x$. Then pre-multiply (13.24) by $x^{*}$ and postmultiply by $x$, and we have

$$
2 \operatorname{Re} \lambda x^{*}\left(X_{n-1}-X\right) x=-x^{*}\left\{\mathcal{Q}(X)+\hat{F}_{n}^{*} \hat{F}_{z}+\left(F_{n}-F_{n-1}\right)^{*}\left(F_{n}-F_{n-1}\right)\right\} x
$$

Since it is assumed $X_{n-1} \geq X$, each term on the right-hand side of the above equation has to be zero. So we have

$$
x^{*}\left(F_{n}-F_{n-1}\right)^{*}\left(F_{n}-F_{n-1}\right) x=0
$$

This implies

$$
\left(F_{n}-F_{n-1}\right) x=0
$$

But now

$$
A_{n-1} x=\left(A+B F_{n-1}\right) x=\left(A+B F_{n}\right) x=A_{n} x=\lambda x
$$

which is a contradiction with the stability of $A_{n-1}$. Hence $A_{n}$ is stable as well.
Now we introduce $X_{n}$ as the unique solution of the Lyapunov equation

$$
\begin{equation*}
X_{n} A_{n}+A_{n}^{*} X_{n}=-F_{n}^{*} F_{n}-Q \tag{13.25}
\end{equation*}
$$

Then $X_{n}$ is hermitian. Next, we have

$$
\left(X_{n}-X\right) A_{n}+A_{n}^{*}\left(X_{n}-X\right)=-\mathcal{Q}(X)-\hat{F}_{n}^{*} \hat{F}_{n} \leq 0
$$

and, by using (13.23),

$$
\left(X_{n-1}-X_{n}\right) A_{n}+A_{n}^{*}\left(X_{n-1}-X_{n}\right)=-\left(F_{n}-F_{n-1}\right)^{*}\left(F_{n}-F_{n-1}\right) \leq 0
$$

Since $A_{n}$ is stable, we have

$$
X_{n-1} \geq X_{n} \geq X
$$

We have a non-increasing sequence $\left\{X_{i}\right\}$, and the sequence is bounded below by $X_{i} \geq X$. Hence the limit

$$
X_{f}:=\lim _{n \rightarrow \infty} X_{n}
$$

exists and is hermitian, and we have $X_{f} \geq X$. Passing the limit $n \rightarrow \infty$ in (13.25), we get $\mathcal{Q}\left(X_{f}\right)=0$. So $X_{f}$ is a solution of (13.1). Since $X$ is an arbitrary element satisfying $\mathcal{Q}(X) \geq 0$ and $X_{f}$ is independent of the choice of $X$, we have

$$
X_{f} \geq X, \forall X \text { such that } \mathcal{Q}(X) \geq 0
$$

In particular, $X_{f}$ is the maximal solution of the Riccati equation (13.1), i.e., $X_{f}=X_{+}$.
To establish the stability property of the maximal solution, note that $A_{n}$ is stable for any $n$. Hence, in the limit, the eigenvalues of

$$
A-B B^{*} X_{f}
$$

will have non-positive real parts. The uniqueness follows from the fact that the maximal solution is unique.
(ii): The results follow by the following substitutions in the proof of part (i):

$$
A \leftarrow-A ; X \leftarrow-X ; X_{+} \leftarrow-X_{-}
$$

(iii): The existence of $X_{+}$and $X_{-}$follows from (i) and (ii). Let $A_{+}:=A+R X_{+}$; we now show that $X_{+}-X_{-}>0$ iff $\sigma\left(A_{+}\right) \subset \mathbb{C}_{-}$. It is easy to verify that

$$
A_{+}^{*}\left(X_{+}-X_{-}\right)+\left(X_{+}-X_{-}\right) A_{+}-\left(X_{+}-X_{-}\right) R\left(X_{+}-X_{-}\right)=0
$$

$(\Rightarrow)$ : Suppose $X_{+}-X_{-}>0$; then $\left(A_{+}, R\left(X_{+}-X_{-}\right)\right)$is controllable. Therefore, from Lyapunov theorem, we conclude that $A_{+}$is stable.
$(\Leftarrow)$ : Assuming now that $A_{+}$is stable and that $X$ is any other solution to the Riccati equation (13.1),

$$
A_{+}^{*}\left(X_{+}-X\right)+\left(X_{+}-X\right) A_{+}-\left(X_{+}-X\right) R\left(X_{+}-X\right)=0
$$

Since $\left(A_{+}, R\right)$ is controllable this equation has an invertible solution

$$
X_{+}-\bar{X}=\left(-\int_{0}^{\infty} e^{\left(A+R X_{+}\right) t} R t^{\left(A+R X_{+}\right)^{*} t} d t\right)^{-1}>0
$$

A simple rearrangement of terms gives

$$
(A+R \bar{X})^{*}\left(X_{+}-\bar{X}\right)+\left(X_{+}-\bar{X}\right)(A+R X)+\left(X_{+}-\bar{X}\right) R\left(X_{+}-\bar{X}\right)=0
$$

Since $X_{+}-\bar{X}>0$, we conclude $\sigma(A+R \bar{X}) \subset \mathbb{C}_{+}$. This in turn implies $\bar{X}=X_{-}$. Therefore, $X_{+}>X_{-}$. That $X_{+}-X_{-}>0$ iff $\sigma\left(A+R X_{-}\right) \subset \mathbb{C}_{+}$follows by analogy.
(iv): We shall only show the case for $X_{+}$; the case for $X_{-}$follows by analogy. Note that from (i) we have

$$
\begin{equation*}
\left(X_{+}-X\right) A_{+}+A_{+}^{*}\left(X_{+}-X\right)=-\mathcal{Q}(X)+\left(X_{+}-X\right) R\left(X_{+}-X\right)<0 \tag{13.26}
\end{equation*}
$$

and $X_{+}-X \geq 0$. Now suppose $X_{+}-X$ is singular and there is an $x \neq 0$ such that $\left(X_{+}-X\right) x=0$. By pre-multiplying (13.26) hy $x^{*}$ and post-multiplying by $x$, we get $x^{*} \mathcal{Q}(X) x=0$, a contradiction. The stability of $A+R X_{+}$then follows from the Lyapunov theorem.

Remark 13.5 The proof given above also gives an iterative procedure to compute the maximal and minimal solutions. For example, to find the maximal solution, the following procedures can be used:
(i) find $F_{0}$ such that $A_{0}=A+B F_{0}$ is stable;
(ii) solve $X_{i}: X_{i} A_{i}+A_{i}^{*} X_{i}+F_{i}^{*} F_{i}+Q=0$;
(iii) if $\left\|X_{i}-X_{i-1}\right\| \leq \epsilon=$ specified accuracy, stop. Otherwise go to (iv);
(iv) let $F_{i+1}=-B^{*} X_{i}$ and $A_{i+1}=A+B F_{i+1}$ go to (ii).

This procedure will converge to the stabilizing solution if the solution exists.

Corollary 13.12 Let $R \leq 0$ and suppose $(A, R)$ is controllable and $X_{1}, X_{2}$ are two solutions to the Riccati equation (13.1). Then $X_{1}>X_{2}$ implies that $X_{+}=X_{1}$, $X_{-}=X_{2}, \sigma\left(A+R X_{1}\right) \subset \mathbb{C}_{-}$and that $\sigma\left(A+R X_{2}\right) \subset \mathbb{C}_{+}$.

The following example illustrates that the stabilizability of $(A, R)$ is not sufficient to guarantee the existence of a minimal hermitian solution of equation (13.1).

Example 13.5 Let

$$
A=\left[\begin{array}{cc}
0 & 0 \\
0 & -1
\end{array}\right], R=\left[\begin{array}{cc}
-1 & 0 \\
0 & 0
\end{array}\right], Q=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]
$$

Then it can be shown that all the hermitian solutions of (13.1) are given by

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{cc}
-1 & \alpha \\
\bar{\alpha} & -\frac{1}{2}|\alpha|^{2}
\end{array}\right], \alpha \in \mathbb{C} .
$$

The maximal solution is clearly

$$
X_{+}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]
$$

however, there is no minimal solution.

The Riccati equation appeared in $\mathcal{H}_{\infty}$ control, which will be considered in the later part of this book, often has $R \geq 0$. However, these conditions are only a dual of the above theorem.

Corollary 13.13 Assume that $R \geq 0$ and that there is a hermitian matrix $X=X^{*}$ such that $\mathcal{Q}(X) \leq 0$.
(i) If $(A, R)$ is stabilizable, then there exists a unique minimal solution $X_{-}$to the Riccati equation (13.1). Furthermore,

$$
X_{-} \leq X, \forall X \text { such that } \mathcal{Q}(X) \leq 0
$$

and $\sigma\left(A+R X_{-}\right) \subset \overline{\mathbb{C}}-$.
(ii) If $(-A, R)$ is stabilizable, then there exists a unique maximal solution $X_{+}$to the Riccati equation (13.1). Furthermore,

$$
X_{+} \geq X, \forall X \text { such that } \mathcal{Q}(X) \leq 0
$$

and $\sigma\left(A+R X_{+}\right) \subset \overline{\mathbb{C}}_{+}$.
(iii) If $(A, R)$ is controllable, then both $X_{+}$and $X_{-}$exist. Furthermore, $X_{+}>X_{-}$iff $\sigma\left(A+R X_{-}\right) \subset \mathbb{C}_{-.}$iff $\sigma\left(A+R X_{+}\right) \subset \mathbb{C}_{+}$. In this case,

$$
\begin{aligned}
X_{+}-X_{-} & =\left(\int_{0}^{\infty} e^{\left(A+R X_{-}\right) t} R e^{\left(A+R X_{-}\right)^{*} t} d t\right)^{-1} \\
& =\left(\int_{-\infty}^{0} e^{\left(A+R X_{+}\right) t} R e^{\left(A+R X_{+}\right)^{*} t} d t\right)^{-1}
\end{aligned}
$$

(iv) If $\mathcal{Q}(X)<0$, the results in (i) and (ii) can be respectively strengthened to $X_{+}>X$, $\sigma\left(A+R X_{+}\right) \subset \mathbb{C}_{+}$, and $X_{-}<X, \sigma\left(A+R X_{-}\right) \subset \mathbb{C}_{-}$.

Proof. The proof is similar to the proof for Theorem 13.11.
Theorem 13.11 can be used to derive some comparative results for some Riccati equations. More specifically, let

$$
H_{s}:=\left[\begin{array}{cc}
A-B R_{s}^{-1} S^{*} & -B R_{s}^{-1} B^{*} \\
-P+S R_{s}^{-1} S^{*} & -\left(1-B R_{s}^{-1} S^{*}\right)^{*}
\end{array}\right]
$$

and

$$
\tilde{H}_{s}:=\left[\begin{array}{cc}
\tilde{A}-\tilde{B} \tilde{R}_{s}^{-1} \tilde{S}^{*} & -\tilde{B} \tilde{R}_{s}^{-1} \tilde{B}^{*} \\
-\tilde{P}+\tilde{S} \tilde{R}_{s}^{-1} \tilde{S}^{*} & -\left(\tilde{1}-\tilde{B} \tilde{R}_{s}^{-1} \tilde{S}^{*}\right)^{*}
\end{array}\right]
$$

where $P, \tilde{P}, R_{s}$, and $\tilde{R}_{s}$ are real symmetric and $R_{.}>0, \tilde{R}_{s}>0$. We shall also make use of the following matrices:

$$
T:=\left[\begin{array}{cc}
P & S \\
S^{*} & R_{s}
\end{array}\right], \tilde{T}:=\left[\begin{array}{cc}
\tilde{P} & \tilde{S}^{2} \\
\tilde{S}^{*} & \tilde{R}_{s}
\end{array}\right]
$$

We denote by $X_{+}$and $\tilde{X}_{+}$the maximal solution to the Riccati equation associated with $H_{s}$ and $\tilde{H}_{s}$, respectively:

$$
\begin{align*}
& \left(A-B R_{s}^{-1} S^{*}\right)^{*} X+X\left(A-B R_{s}^{-1} S^{*}\right)-X B R_{s}^{-1} B^{*} X+\left(P-S R_{s}^{-1} S^{*}\right)=0  \tag{13.27}\\
& \left(\tilde{A}-\tilde{B} \tilde{R}_{s}^{-1} \tilde{S}^{*}\right)^{*} \tilde{X}+\tilde{X}\left(\tilde{A}-\tilde{B} \tilde{R}_{s}^{-1} \tilde{S}^{*}\right)-\tilde{X} \tilde{B} \tilde{R}_{s}^{-1} \tilde{B}^{*} \tilde{X}+\left(\tilde{P}-\tilde{S} \tilde{R}_{s}^{-1} \tilde{S}^{*}\right)=0 . \tag{13.28}
\end{align*}
$$

Recall that $J H_{s}$ and $J \tilde{H}_{s}$ are hermitian where $J$ is defined as

$$
J=\left[\begin{array}{cc}
0 & -I \\
I & 0
\end{array}\right]
$$

Let

$$
\begin{aligned}
& K:=J H_{s}=\left[\begin{array}{cc}
P-S R_{s}^{-1} S^{*} & \left(A-B R_{s}^{-1} S^{*}\right)^{*} \\
A-B R_{s}^{-1} S^{*} & -B R_{s}^{-1} B^{*}
\end{array}\right] \\
& \tilde{K}:=J \tilde{H}_{s}=\left[\begin{array}{cc}
\tilde{P}-\tilde{S} \tilde{R}_{s}^{-1} \tilde{S}^{*} & \left(\tilde{A}-\tilde{B} \tilde{R}_{s}^{-1} \tilde{S}^{*}\right)^{*} \\
\tilde{A}-\tilde{B} \tilde{R}_{s}^{-1} \tilde{S}^{*} & -\tilde{B} \tilde{R}_{s}^{-1} \tilde{B}^{*}
\end{array}\right] .
\end{aligned}
$$

Theorem 13.14 Suppose $(A, B)$ and $(\tilde{A}, \tilde{B})$ are stabilizable.
(i) Assume that (13.28) has a hermitian solution and that $K \geq \tilde{K}(K>\tilde{K})$; then $X_{+}$and $\tilde{X}_{+}$exist, and $X_{+} \geq \tilde{X}_{+}\left(X_{+}>\tilde{X}_{+}\right)$.
(ii) Let $A=\tilde{A}, B=\tilde{B}$, and $T \geq \tilde{T}(T>\tilde{T})$. Assume that (13.28) has a hermitian solution. Then $X_{+}$and $\tilde{X}_{+}$exist, and $X_{+} \geq \tilde{X}_{+}\left(X_{+}>\tilde{X}_{+}\right)$.
(iii) If $T \geq 0(T>0)$, then $X_{+}$exists, and $X_{+} \geq 0\left(X_{+}>0\right)$.

Proof. (i): Let $X$ be a hermitian solution of (13.28); then we have

$$
\left[\begin{array}{c}
I \\
X
\end{array}\right]^{*} \tilde{K}\left[\begin{array}{c}
I \\
X
\end{array}\right]=0
$$

Then, since $K \geq \tilde{K}$, we have

$$
\mathcal{Q}_{s}(X):=\left[\begin{array}{c}
I \\
X
\end{array}\right]^{*} K\left[\begin{array}{c}
I \\
X
\end{array}\right]=\left[\begin{array}{c}
I \\
X
\end{array}\right]^{*}(K-\tilde{K})\left[\begin{array}{c}
I \\
X
\end{array}\right] \geq 0
$$

Now we use Theorem 13.11 to obtain the existence of $X_{+}$, and $X_{+} \geq X$. Since $X$ is arbitrary, we get $X_{+} \geq X$ for all hermitian solutions $X$ of (13.28). The existence of $\tilde{X}_{+}$ follows immediately by applying Theorem 13.11. Moreover,

$$
X_{+} \geq \tilde{X}_{+}
$$

(ii): Let $A=\tilde{A}, B=\tilde{B}$ and let $X$ be a hermitian solution of (13.28). Denote $L=-R_{s}^{-1}\left(S^{*}+B^{*} X\right)$ and $\tilde{L}=-\tilde{R}_{s}^{-1}\left(\tilde{S}^{*}+B^{*} X\right)$. Then

$$
\mathcal{Q}_{s}(X)=\left[\begin{array}{l}
I \\
X
\end{array}\right]^{*} K\left[\begin{array}{c}
I \\
X
\end{array}\right]=A^{*} X+X A-L^{*} R_{s} L+P
$$

while (13.28) becomes

$$
A^{*} X+X A-\tilde{L}^{*} \tilde{R}_{s} \tilde{L}+\tilde{P}=0
$$

It is easy to show that

$$
\begin{aligned}
\mathcal{Q}_{s}(X) & =\left[\begin{array}{c}
I \\
X
\end{array}\right]^{*}(K-\tilde{K})\left[\begin{array}{c}
I \\
X
\end{array}\right] \\
& =P-\tilde{P}-L^{*} R_{s} L+\tilde{L}^{*} \tilde{R}_{s} \tilde{L} \\
& =\left[\begin{array}{c}
I \\
L
\end{array}\right]^{*}(T-\tilde{T})\left[\begin{array}{c}
I \\
L
\end{array}\right]+(L-\tilde{L})^{*} \tilde{R}_{s}(L-\tilde{L}) \geq 0
\end{aligned}
$$

Now as in part (i), there exist $X_{+}$and $\tilde{X}_{+}$, and $X_{+} \geq \tilde{X}_{+}$.
(iii): The condition $T \geq 0$ implies $P-S R_{s}^{-1} S^{*} \geq 0$, so we have $\mathcal{Q}_{s}(0)=P-$ $S R_{s}^{-1} S^{*} \geq 0$. Apply Theorem 13.11 to get the existence of $X_{+}$, and $X_{+} \geq 0$.

### 13.4 Spectral Factorizations

Let $A, B, P, S, R$ be real matrices of compatible dimensions such that $P=P^{*}, R=R^{*}$, and define a parahermitian rational matrix function

$$
\begin{align*}
\Phi(s) & =R+S^{*}(s I-A)^{-1} B+B^{*}\left(-s I-A^{*}\right)^{-1} S+B^{*}\left(-s I-A^{*}\right)^{-1} P(s I-A)^{-1} B \\
& =\left[\begin{array}{ll}
B^{*}\left(-s I-A^{*}\right)^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
P & S \\
S^{*} & R
\end{array}\right]\left[\begin{array}{c}
(s I-A)^{-1} B \\
I
\end{array}\right] . \tag{13.29}
\end{align*}
$$

Lemma 13.15 Suppose $R$ is nonsingular and either one of the following assumptions is satisfied:
(A1) A has no eigenvalues on $j \omega$-axis;
(A2) $P$ is sign definite, i.e., $P \geq 0$ or $P \leq 0,(A, B)$ has no uncontrollable modes on $j \omega$-axis, and $(P, A)$ has no unobservable modes on the $j \omega$-axis.

Then the following statements are equivalent:
(i) $\Phi\left(j \omega_{0}\right)$ is singular for some $0 \leq \omega_{0} \leq \infty$.
(ii) The Hamiltonian matrix

$$
H=\left[\begin{array}{cc}
A-B R^{-1} S^{*} & -B R^{-1} B^{*} \\
-\left(P-S R^{-1} S^{*}\right) & -\left(A-B R^{-1} S^{*}\right)^{*}
\end{array}\right]
$$

has an eigenvalue at $j \omega_{0}$.

Proof. $\quad(i) \Rightarrow(i i)$ : Let

$$
\Phi(s)=\left[\begin{array}{c|c}
\hat{A} & \hat{B} \\
\hline \hat{C} & \hat{D}
\end{array}\right]:=\left[\begin{array}{cc|c}
A & 0 & B \\
-P & -A^{*} & -S \\
\hline S^{*} & B^{*} & R
\end{array}\right]
$$

Then $H=\hat{A}-\hat{B} \hat{D}^{-1} \hat{C}$ and

$$
\left.\Phi^{-1}(s)=\left[\begin{array}{c|c}
H & {\left[\begin{array}{c}
-B R^{-1} \\
S R^{-1}
\end{array}\right]} \\
\hline\left[R^{-1} S^{*}\right. & R^{-1} B^{*}
\end{array}\right] \frac{R^{-1}}{}\right] .
$$

If $\Phi\left(j \omega_{0}\right)$ is singular, then $j \omega_{0}$ is a zero of $\Phi(s)$. Hence $j \omega_{0}$ is a pole of $\Phi^{-1}(s)$, and $j \omega_{0}$ is an eigenvalue of $H$.
(ii) $\Rightarrow(i)$ : Suppose $j \omega_{0}$ is an eigenvalue of $H$ but is not a pole of $\Phi^{-1}(s)$. Then $j \omega_{0}$ must be either an unobservable mode of ( $\left.\left[\begin{array}{ll}R^{-1} S^{*} & R^{-1} B^{*}\end{array}\right], H\right)$ or an uncontrollable mode of $\left(H,\left[\begin{array}{c}-B R^{-1} \\ S R^{-1}\end{array}\right]\right.$ ). Now suppose $j \omega_{0}$ is an unobservable mode of ( $\left.\left[\begin{array}{ll}R^{-1} S^{*} & R^{-1} B^{*}\end{array}\right], H\right)$. Then there exists an $x_{0}=\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right] \neq 0$ such that

$$
H x_{0}=j \omega_{0} x_{0},\left[\begin{array}{ll}
R^{-1} S^{*} & R^{-1} B^{*}
\end{array}\right] x_{0}=0
$$

These equations can be simplified to

$$
\begin{gather*}
\left(j \omega_{0} I-A\right) x_{1}=0  \tag{13.30}\\
\left(j \omega_{0} I+A^{*}\right) x_{2}=-P x_{1}  \tag{13.31}\\
S^{*} x_{1}+B^{*} x_{2}=0 \tag{13.32}
\end{gather*}
$$

We now consider two cases under the different assumptions:
(a) If assumption (A1) is true, then $x_{1}=0$ from (13.30), and this, in turn, implies $x_{2}=0$ from (13.31), which is a contradiction.
(b) If assumption (A2) is true, since (13.30) implies $x_{1}^{*}\left(j \omega_{0} I+A^{*}\right)=0$, from (13.31) we have $x_{1}^{*} P x_{1}=0$. This gives $P x_{1}=0$ since $P$ is sign definite ( $P \geq 0$ or $P \leq 0$ ). This implies, along with (13.30) that $j \omega_{0}$ is an unobservable mode of $(P, A)$ if $x_{1} \neq 0$. On the other hand, if $x_{1}=0$, then (13.31) and (13.32) imply that ( $A, B$ ) has an uncontrollable mode at $j \omega_{0}$, again a contradiction.

Similarly, a contradiction will also be derived if $j \omega_{0}$ is assumed to be an uncontrollable mode of $\left(H,\left[\begin{array}{c}-B R^{-1} \\ S R^{-1}\end{array}\right]\right.$ ).

Corollary 13.16 Suppose $R>0$ and either one of the assumptions (A1) or (A2) defined in Lemma 13.15 is true. Then the following statements are equivalent:
(i) $\Phi(j \omega)>0$ for all $0 \leq \omega \leq \infty$.
(ii) The Hamiltonian matrix

$$
H=\left[\begin{array}{cc}
A-B R^{-1} S^{*} & -B R^{-1} B^{*} \\
-\left(P-S R^{-1} S^{*}\right) & -\left(A-B R^{-1} S^{*}\right)^{*}
\end{array}\right]
$$

has no eigenvalue on $j \omega$-axis.

Proof. $(i) \Rightarrow(i i)$ follows easily from Lemma 13.15. To prove $(i i) \Rightarrow(i)$, note that $\Phi(j \infty)=R>0$ and $\operatorname{det} \Phi(j \omega) \neq 0$ for all $\omega$ from Lemma 13.15. Then the continuity of $\Phi(j \omega)$ gives $\Phi(j \omega)>0$.

Lemma 13.17 Suppose $A$ is stable and $P \leq 0$. Then
(i) the matrix

$$
\Phi_{0}(s)=\left[\begin{array}{ll}
B^{*}\left(-s I-A^{*}\right)^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
P & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{c}
(s I-A)^{-1} B \\
I
\end{array}\right]
$$

satisfies

$$
\Phi_{0}(j \omega)>0, \text { for all } 0 \leq \omega \leq \infty
$$

if and only if there exists a unique real $X=: X^{*} \leq 0$ such that

$$
A^{*} X+X A-X B B^{*} X+P=0
$$

and $\sigma\left(A-B B^{*} X\right) \subset \mathbb{C}$.. .
(ii) $\Phi_{0}(j \omega) \geq 0$, for all $0 \leq \omega \leq \infty$ if aud only if there exists a unique real $X=X^{*} \leq 0$ such that

$$
\begin{equation*}
A^{*} X+X A-X B B^{*} X+P=0 \tag{13.33}
\end{equation*}
$$

and $\sigma\left(A-B B^{*} X\right) \subset \overline{\mathbb{C}}_{-}$

Proof. (i): $(\Rightarrow)$ From Corollary 13.16, $\Phi_{0}(j \omega)>0$ implies that a Hamiltonian matrix

$$
\left[\begin{array}{cc}
A & -B B^{*} \\
-P & -A^{*}
\end{array}\right]
$$

has no eigenvalues on the imaginary axis. This in turn implies from Theorem 13.6 that (13.33) has a stabilizing solution. Furthermore, since

$$
\left[\begin{array}{cc}
A & -B B^{*} \\
-P & -A^{*}
\end{array}\right]=\left[\begin{array}{cc}
-I & \\
& I
\end{array}\right]\left[\begin{array}{cc}
A & B B^{*} \\
P & -A^{*}
\end{array}\right]\left[\begin{array}{cc}
-I & \\
& I
\end{array}\right]
$$

we have

$$
\operatorname{Ric}\left[\begin{array}{cc}
A & -B B^{*} \\
-P & -A^{*}
\end{array}\right]=-\operatorname{Ric}\left[\begin{array}{cc}
A & B B^{*} \\
P & -A^{*}
\end{array}\right] \leq 0
$$

$(\Leftarrow)$ The sufficiency proof is omitted here and is a special case of $(b) \Rightarrow(a)$ of Theorem 13.19 below.
(ii): $(\Rightarrow)$ Let $P=-C^{*} C$ and $G(s):=C(s I-A)^{-1} B$. Then $\Phi_{0}(s)=I-G^{\sim}(s) G(s)$. Let $0<\gamma<1$ and define

$$
\Psi_{\gamma}(s):=I-\gamma^{2} G^{\sim}(s) G(s)
$$

Then $\Psi_{\gamma}(j \omega)>0, \quad \forall \omega$. Thus from part (i), there is an $X_{\gamma}=X_{\gamma}^{*} \leq 0$ such that $A-B B^{*} X_{\gamma}$ is stable and

$$
A^{*} X_{\gamma}+X_{\gamma} A-X_{\gamma} B B^{*} X_{\gamma}-\gamma^{2} C^{*} C=0
$$

It is easy to see from Theorem 13.14 that $X_{\gamma}$ is monotone-decreasing with $\gamma$, i.e., $X_{\gamma_{1}} \geq X_{\gamma_{2}}$ if $\gamma_{1} \leq \gamma_{2}$. To show that $\lim _{\gamma \rightarrow 1} X_{\gamma}$ exists, we need to show that $X_{\gamma}$ is bounded below for all $0<\gamma<1$.

In the following, it will be assumed that $(A, B)$ is controllable. The controllability assumption will be removed later.

Let $Y$ be the destabilizing solution to the following Riccati equation:

$$
A^{*} Y+Y A-Y B B^{*} Y=0
$$

with $\sigma\left(A-B B^{*} Y\right) \subset \mathbb{C}_{+}$(note that the existence of such a solution is guaranteed by the controllability assumption). Then it is easy to verify that
$\left(A-B B^{*} Y\right)^{*}\left(X_{\gamma}-Y\right)+\left(X_{\gamma}-Y\right)\left(A-B B^{*} Y\right)-\left(X_{\gamma}-Y\right) B B^{*}\left(X_{\gamma}-Y\right)-\gamma^{2} C^{*} C=0$.
This implies that

$$
X_{\gamma}-Y=\int_{0}^{\infty} e^{-\left(A-B B^{*} Y\right)^{*} t}\left[\left(X_{\gamma}-Y\right) B B^{*}\left(X_{\gamma}-Y\right)+\gamma^{2} C^{*} C\right] e^{-\left(A-B B^{*} Y\right) t} d t \geq 0
$$

Thus $X_{\gamma}$ is bounded below with $Y$ as the lower bound, and $\lim _{\gamma \rightarrow 1} X_{\gamma}$ exists. Let $X:=\lim _{\gamma \rightarrow 1} X_{\gamma} ;$ then from continuity argument, $X$ satisfies the Riccati equation

$$
A^{*} X+X A-X B B^{*} X+P=0
$$

and $\sigma\left(A-B B^{*} X\right) \subset \overline{\mathbb{C}}_{-}$.
Now suppose $(A, B)$ is not controllable, and then assume without loss of generality that

$$
A=\left[\begin{array}{cc}
A_{11} & A_{12} \\
0 & A_{22}
\end{array}\right], \quad B=\left[\begin{array}{c}
B_{1} \\
0
\end{array}\right], \quad C=\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]
$$

so that $\left(A_{11}, B_{1}\right)$ is controllable and $A_{11}$ and $A_{22}$ are stable. Then the Riccati equation for

$$
X_{\gamma}=\left[\begin{array}{cc}
X_{11}^{\gamma} & X_{12}^{\gamma} \\
\left(X_{12}^{\gamma}\right)^{*} & X_{22}^{\gamma}
\end{array}\right]
$$

can be written as three equations

$$
A_{11}^{*} X_{11}^{\gamma}+X_{11}^{\gamma} A_{11}-X_{11}^{\gamma} B_{1} B_{1}^{*} X_{11}^{\gamma}-\gamma^{2} C_{1}^{*} C_{1}=0
$$

$$
\begin{gathered}
\left(A_{11}-B_{1} B_{1} X_{11}^{\gamma}\right)^{*} X_{12}^{\gamma}+X_{12}^{\gamma} A_{22}-X_{11}^{\gamma} A_{12}-\gamma^{2} C_{1}^{*} C_{2}=0 \\
A_{22}^{*} X_{22}^{\gamma}+X_{22}^{\gamma} A_{22}+\left(X_{12}^{\gamma}\right)^{*} A_{12}+A_{12}^{*} X_{12}^{\gamma} \cdots\left(X_{12}^{\gamma}\right)^{*} B_{1} B_{1}^{*} X_{12}^{\gamma}-\gamma^{2} C_{2}^{*} C_{2}=0
\end{gathered}
$$

and

$$
A-B B^{*} X=\left[\begin{array}{cc}
A_{11}-B_{1} B_{1}^{*} X_{1 ।}^{*} & A_{12}-B_{1} B_{1}^{*} X_{12}^{\gamma} \\
0 & A_{22}
\end{array}\right]
$$

is stable.
Let $Y_{11}$ be the anti-stabilizing solution to

$$
A_{11}^{*} Y_{11}+Y_{11} A_{11}-Y_{11} B_{1} B_{1}^{*} Y_{11}=0
$$

with $\sigma\left(A_{11}-B_{1} B_{1}^{*} Y_{11}\right) \subset \mathbb{C}_{+}$. Then it is clear that $X_{11}^{\gamma}-Y_{11} \geq 0$. Moreover, $X_{11}=\lim _{\gamma \rightarrow 1} X_{11}^{\gamma}$ exists and satisfies the following Riccati equation:

$$
A_{11}^{*} X_{11}+X_{11} A_{11}-X_{11} B_{1} B_{1}^{*} X_{11}-C_{1}^{*} C_{1}=0
$$

with $\sigma\left(A_{11}-B_{1} B_{1}^{*} X_{11}\right) \subset \overline{\mathbb{C}}_{-}$. Consequently, the following Sylvester equation

$$
\left(A_{11}-B_{1} B_{1} X_{11}\right)^{*} X_{12}+X_{12} A_{22}+X_{11} A_{12}-C_{1}^{*} C_{2}=0
$$

has a unique solution $X_{12}$ since $\lambda_{i}\left(A_{11}-B_{1} B_{1} X_{11}\right)+\lambda_{j}\left(A_{22}\right) \neq 0, \forall i, j$. Furthermore, the following Lyapunov equation has a unique nonnegative definite solution $X_{22}$ :

$$
A_{22}^{*} X_{22}+X_{22} A_{22}+X_{12}^{*} A_{12}+A_{12}^{*} X_{12}-X_{12}^{*} B_{1} B_{1}^{*} X_{12}-C_{2}^{*} C_{2}=0
$$

We have proven that there exists a unique $X$ such that

$$
A^{*} X+X A-X B B^{*} X-C^{*} C=0
$$

and $\sigma\left(A-B B^{*} X\right) \subset \overline{\mathbb{C}}$
$(\Leftarrow)$ same as in part (i).

Lemma 13.18 Let $R>0$,

$$
\Phi(s)=\left[\begin{array}{ll}
B^{*}\left(-s I-A^{*}\right)^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
I^{*} & S \\
S^{*} & R
\end{array}\right]\left[\begin{array}{c}
(s I-A)^{-1} B \\
I
\end{array}\right]
$$

and

$$
\hat{\Phi}(s)=\left[\begin{array}{ll}
\hat{B}^{*}\left(-s I-\hat{A}^{*}\right)^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
\dot{\Gamma} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{c}
(s I-\hat{A})^{-1} \hat{B} \\
I
\end{array}\right]
$$

where

$$
\hat{A}:=A-B R^{-1} S^{*}, \hat{B}:=B R^{-1,^{2}}, \hat{P}:=P-S R^{-1} S^{*} .
$$

Then $\Phi(\jmath \omega) \geq 0$ iff $\hat{\Phi}(j \omega) \geq 0$.

Proof. Note that

$$
\left[\begin{array}{cc}
P & S \\
S^{*} & R
\end{array}\right]=\left[\begin{array}{cc}
I & S R^{-1 / 2} \\
0 & R^{1 / 2}
\end{array}\right]\left[\begin{array}{cc}
\hat{P} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
R^{-1 / 2} S^{*} & R^{1 / 2}
\end{array}\right]
$$

Hence the function $\Phi(s)$ can be written as

$$
\Phi(s)=\left[\begin{array}{ll}
B^{*}\left(-s I-A^{*}\right)^{-1} & \varphi^{\sim}(s)
\end{array}\right]\left[\begin{array}{cc}
\hat{P} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{c}
(s I-A)^{-1} B \\
\varphi(s)
\end{array}\right]
$$

with $\varphi(s)=R^{1 / 2}+R^{-1 / 2} S^{*}(s I-A)^{-1} B$. It is easy to verify that

$$
\hat{\Phi}(s)=\left[\varphi^{-1}(s)\right]^{\sim} \Phi(s) \varphi^{-1}(s)
$$

Hence the conclusion follows.
Now we are ready to state and prove one of the main results of this section. The following theorem and corollary characterize the relations among spectral factorizations, Riccati equations, and decomposition of Hamiltonians.

Theorem 13.19 Let $A, B, P, S, R$ be matrices of compatible dimensions such that $P=P^{*}, R=R^{*}>0$, with $(A, B)$ stabilizable. Suppose either one of the following assumptions is satisfied:
(A1) A has no eigenvalues on $j \omega$-axis;
(A2) $P$ is sign definite, i.e., $P \geq 0$ or $P \leq 0$ and $(P, A)$ has no unobservable modes on the $j \omega$-axis.

Then
(I) The following statements are equivalent:
(a) The parahermitian rational matrix

$$
\Phi(s)=\left[\begin{array}{ll}
B^{*}\left(-s I-A^{*}\right)^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
P & S \\
S^{*} & R
\end{array}\right]\left[\begin{array}{c}
(s I-A)^{-1} B \\
I
\end{array}\right]
$$

satisfies

$$
\Phi(j \omega)>0 \text { for all } 0 \leq \omega \leq \infty
$$

(b) There exists a unique real $X=X^{*}$ such that

$$
\left(A-B R^{-1} S^{*}\right)^{*} X+X\left(A-B R^{-1} S^{*}\right)-X B R^{-1} B^{*} X+P-S R^{-1} S^{*}=0
$$

and that $A-B R^{-1} S^{*}-B R^{-1} B^{*} X$ is stable.
(c) The Hamiltonian matrix

$$
H=\left[\begin{array}{cc}
A-B R^{-1} S^{*} & -B R^{-1} B^{*} \\
-\left(P-S R^{-1} S^{*}\right. & -\left(A-B R^{-1} S^{*}\right)^{*}
\end{array}\right]
$$

has no $j \omega$-axis eigenvalues.
(II) The following statements are also equivaler. t:
(d) $\Phi(j \omega) \geq 0$ for all $0 \leq \omega \leq \infty$.
(e) There exists a unique real $X=X^{*}$ suth that

$$
\begin{aligned}
& \quad\left(A-B R^{-1} S^{*}\right)^{*} X+X\left(A-B R^{-1} S^{*}\right)-X B R^{-1} B^{*} X+P-S R^{-1} S^{*}=0 \\
& \text { and that } \sigma\left(A-B R^{-1} S^{*}-B R^{-1} B^{*} X\right) \subset \overline{\mathbb{C}}_{-} \text {. }
\end{aligned}
$$

The following corollary is usually referred to as the spectral factorization theory.
Corollary 13.20 If any one of the conditions, (a)-(e), in Theorem 13.19 is satisfied, then there exists an $M \in \mathcal{R}_{p}$ such that

$$
\Phi=M^{\sim} R M
$$

A particular realization of one such $M$ is

$$
M=\left[\begin{array}{c|c}
A & B \\
\hline-F & -
\end{array}\right]
$$

where $F=-R^{-1}\left(S^{*}+B^{*} X\right)$. Furthermore, $M^{-1} \in \mathcal{R H}_{\infty}$ if $X$ is the stabilizing solution.

Remark 13.6 If the stabilizability of $(A, B)$ i:s changed into the stabilizability of ( $-A, B$ ), then the theorem still holds except thet the solutions $X$ in (b) and (e) are changed into the destabilizing solution $\left(\sigma\left(A-B R^{-1} S^{*}-B R^{-1} B^{*} X\right) \subset \mathbb{C}_{+}\right)$and the weakly destabilizing solution $\left(\sigma\left(A-B R^{-1} S^{*}-\beta R^{-1} B^{*} X\right) \subset \overline{\mathbb{C}}_{+}\right)$, respectively. $\odot$

Proof $(a) \Rightarrow(c)$ follows from Corollary 13.16.
$(c) \Rightarrow(b)$ follows from Theorem 13.6 and Theorem 13.5.
(b) $\Rightarrow$ (a) Suppose $\exists X=X^{*}$ such that $A-B I^{-1} S^{*}-B R^{-1} B^{*} X=A-B R^{-1}\left(S^{*}+\right.$ $\left.B^{*} X\right)$ is stable. Let $F=-R^{-1}\left(S^{*}+B^{*} X\right)$ and

$$
M=\left[\begin{array}{c|c}
A & B \\
\hline-F & I
\end{array}\right] .
$$

It is easily verified by use of the Riccati equation for $X$ and by routine algebra that $\Phi=M^{\sim} R M$. Since

$$
M^{-1}=\left[\begin{array}{c|c}
A+B F & B \\
\hline F & I
\end{array}\right]
$$

$M^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$. Thus $M(s)$ has no zeros on the imaginary axis and $\Phi(j \omega)>0$.
$(e) \Rightarrow(d)$ follows the same procedure as the proof of $(b) \Rightarrow(a)$.
$(d) \Rightarrow(e)$ : Assume $S=0$ and $R=I$; otherwise use Lemma 13.18 first to get a new function with such properties. Let $P=C_{1}^{*} C_{1}-C_{2}^{*} C_{2}$ with $C_{1}$ and $C_{2}$ square nonsingular. Note that this decomposition always exists since $P=\alpha I-(\alpha I-P)$, with $\alpha>0$ sufficiently large, defines one such possibility. Let $X_{1}$ be the positive definite solution to

$$
A^{*} X_{1}+X_{1} A-X_{1} B B^{*} X_{1}+C_{1}^{*} C_{1}=0
$$

By Theorem 13.7, $X_{1}$ indeed exists and is stabilizing, i.e., $A_{1}:=A-B B^{*} X_{1}$ is stable. Let $\Delta=X-X_{1}$. Then the equation in $\Delta$ becomes

$$
A_{1}^{*} \Delta+\Delta A_{1}-\Delta B B^{*} \Delta-C_{2}^{*} C_{2}=0
$$

To show that this equation has a solution, recall Lemma 13.17 and note that $A_{1}$ is stable; then it is sufficient to show that

$$
I-B^{*}\left(-j \omega I-A_{1}^{*}\right)^{-1} C_{2}^{*} C_{2}\left(j \omega I-A_{1}\right)^{-1} B
$$

is positive semi-definite.
Notice first that

$$
C_{2}\left(s I-A+B B^{*} X_{1}\right)^{-1} B=C_{2}(s I-A)^{-1} B\left[I+B^{*} X_{1}(s I-A)^{-1} B\right]^{-1}
$$

From the definition of $X_{1}$ and Corollary 13.20, we also have that

$$
\begin{aligned}
& I+B^{*}\left(-s I-A^{*}\right)^{-1} C_{1}^{*} C_{1}(s I-A)^{-1} B \\
& =\left[I+B^{*} X_{1}(s I-A)^{-1} B\right]^{\sim}\left[I+B^{*} X_{1}(s I-A)^{-1} B\right]
\end{aligned}
$$

Now, by assumption

$$
\begin{aligned}
\Phi(j \omega)=I+ & B^{*}\left(-j \omega I-A^{*}\right)^{-1} C_{1}^{*} C_{1}(j \omega I-A)^{-1} B \\
& -B^{*}\left(-j \omega I-A^{*}\right)^{-1} C_{2}^{*} C_{2}(j \omega I-A)^{-1} B \geq 0
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& I-\left\{\left[I+B^{*}\left(-j \omega I-A^{*}\right)^{-1} X_{1} B\right]^{-1} B^{*}\left(-j \omega I-A^{*}\right)^{-1} C_{2}^{*}\right\} \\
& \quad\left\{C_{2}(j \omega I-A)^{-1} B\left[I+B^{*} X_{1}(j \omega I-A)^{-1} B\right]^{-1}\right\} \geq 0
\end{aligned}
$$

Consequently,

$$
I-B^{*}\left(-j \omega I-A_{1}^{*}\right)^{-1} C_{2}^{*} C_{2}\left(, \omega I-A_{1}\right)^{-1} B \geq 0 .
$$

We may now apply Lemma 13.17 to the $\Delta$ equation. Consequently, there exists a unique solution $\Delta$ such that $\sigma\left(A_{1}-B B^{*} \Delta\right)=\sigma\left(A-B B^{*} X\right) \subset \overline{\mathbb{C}}_{-}$. This shows the existence and uniqueness of $X$.

We shall now illustrate the proceeding results through a simple example. Note in particular that the function can have poles on the imaginary axis.

Example 13.6 Let $A=0, B=1, R=1, S=0$ and $P=1$. Then $\Phi(s)=1-\frac{1}{s^{2}}$ and $\Phi(j \omega)>0$. It is easy to check that the Hamiltonian matrix

$$
H=\left[\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right]
$$

does not have eigenvalues on the imaginary axis and $X=1$ is the stabilizing solution to the corresponding Riccati equation and the spectral factor is given by

$$
M(s)=\left[\begin{array}{l|l}
0 & 1 \\
\hline 1 & 1
\end{array}\right]=\frac{s+1}{s}
$$

Some frequently used special spectral factorizations are now considered.
Corollary 13.21 Assume that $G(s):=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{L}_{\infty}$ is a stabilizable and detectable realization and $\gamma>\|G(s)\|_{\infty}$. Then, there exists a transfer matrix $M \in \mathcal{R} \mathcal{L}_{\infty}$ such that $M^{\sim} M=\gamma^{2} I-G^{\sim} G$ and $M^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$. A particular realization of $M$ is

$$
M(s)=\left[\begin{array}{c|c}
A & B \\
\hline-R^{1 / 2} F & R^{1 / 2}
\end{array}\right]
$$

where

$$
\begin{aligned}
R & =\gamma^{2} I-D^{*} D \\
F & =R^{-1}\left(B^{*} X+D^{*} C\right) \\
X & =\operatorname{Ric}\left[\begin{array}{cc}
A+B R^{-1} D^{*} C & B R^{-1} B^{*} \\
-C^{*}\left(I+D R^{-1} D^{*}\right) C & -\left(A+B R^{-1} D^{*} C\right)^{*}
\end{array}\right]
\end{aligned}
$$

and $X \geq 0$ if $A$ is stable.

Proof. This is a special case of Theorem 13.19. In fact, the theorem follows by letting $P=-C^{*} C, S=-C^{*} D, R=\gamma^{2} I-D^{*} D$ in Theorem 13.19 and by using the fact that

$$
\begin{aligned}
& \operatorname{Ric}\left[\begin{array}{cc}
A+B R^{-1} D^{*} C & B R^{-1} B^{*} \\
-C^{*}\left(I+D R^{-1} D^{*}\right) C & -\left(A+B R^{-1} D^{*} C\right)^{*}
\end{array}\right]= \\
& -\operatorname{Ric}\left[\begin{array}{cc}
A+B R^{-1} D^{*} C & -B R^{-1} B^{*} \\
C^{*}\left(I+D R^{-1} D^{*}\right) C & -\left(A+B R^{-1} D^{*} C\right)^{*}
\end{array}\right] .
\end{aligned}
$$

The spectral factorization for the dual case is also often used and follows by taking the transpose of the corresponding transfer matrices.

Corollary 13.22 Assume $G(s):=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{L}_{\infty}$ and $\gamma>\|G(s)\|_{\infty}$. Then, there exists a transfer matrix $M \in \mathcal{R} \mathcal{L}_{\infty}$ such that $M M^{\sim}=\gamma^{2} I-G G^{\sim}$ and $M^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$. A particular realization of $M$ is

$$
M(s)=\left[\begin{array}{c|c}
A & -L R^{1 / 2} \\
\hline C & R^{1 / 2}
\end{array}\right]
$$

where

$$
\begin{aligned}
R & =\gamma^{2} I-D D^{*} \\
L & =\left(Y C^{*}+B D^{*}\right) R^{-1} \\
Y & =\operatorname{Ric}\left[\begin{array}{cc}
\left(A+B D^{*} R^{-1} C\right)^{*} & C^{*} R^{-1} C \\
-B\left(I+D^{*} R^{-1} D\right) B^{*} & -\left(A+B D^{*} R^{-1} C\right)
\end{array}\right]
\end{aligned}
$$

and $Y \geq 0$ if $A$ is stable.
For convenience, we also include the following spectral factorization results which are again special cases of Theorem 13.19.
Corollary 13.23 Let $G(s)=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ be a stabilizable and detectable realization.
(a) Suppose $G^{\sim}(j \omega) G(j \omega)>0$ for all $\omega$ or $\left[\begin{array}{cc}A-j \omega & B \\ C & D\end{array}\right]$ has full column rank for all $\omega$. Let

$$
X=R i c\left[\begin{array}{cc}
A-B R^{-1} D^{*} C & -B R^{-1} B^{*} \\
-C^{*}\left(I-D R^{-1} D^{*}\right) C & -\left(A-B R^{-1} D^{*} C\right)^{*}
\end{array}\right]
$$

with $R:=D^{*} D>0$. Then we have the following spectral factorization

$$
W^{\sim} W=G^{\sim} G
$$

where $W^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ and

$$
W=\left[\begin{array}{c|c}
A & B \\
\hline R^{-1 / 2}\left(D^{*} C \cdots B^{*} X\right) & R^{1 / 2}
\end{array}\right] .
$$

(b) Suppose $G(j \omega) G^{\sim}(j \omega)>0$ for all $\omega$ or $\left[\begin{array}{cc}A-j \omega & B \\ C & D\end{array}\right]$ has full row rank for all $\omega$. Let

$$
Y=\operatorname{Ric}\left[\begin{array}{cc}
\left(A-B D^{*} \tilde{R}^{-1} C\right)^{*} & -C^{*} \tilde{R}^{-1} C \\
-B\left(I-D^{*} \tilde{R}^{-1} D\right) B^{*} & -\left(A-B D^{*} \tilde{R}^{-1} C\right)
\end{array}\right]
$$

with $\tilde{R}:=D D^{*}>0$. Then we have the foilowing spectral factorization

$$
\tilde{W} \tilde{W}^{\sim}=G G^{\sim}
$$

where $\tilde{W}^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ and

$$
\tilde{W}=\left[\begin{array}{c|c}
A & \left(B D^{*}-\gamma Y C^{*}\right) \tilde{R}^{-1 / 2} \\
\hline C & \tilde{R}^{1 / 2}
\end{array}\right]
$$

Theorem 13.19 also gives some additional characterizations of a transfer matrix $\mathcal{H}_{\infty}$ norm.

Corollary 13.24 Let $\gamma>0, G(s)=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ and

$$
H:=\left[\begin{array}{cc}
A+B R^{-1} D^{*} C & B R^{-1} B^{*} \\
-C^{*}\left(I+D R^{-1} D^{*}\right) C & -\left(A+B R^{-1} D^{*} C\right)^{*}
\end{array}\right]
$$

where $R=\gamma^{2} I-D^{*} D$. Then the following corditions are equivalent:
(i) $\|G\|_{\infty}<\gamma$.
(ii) $\bar{\sigma}(D)<\gamma$ and $H$ has no eigenvalues on the imaginary axis.
(iii) $\bar{\sigma}(D)<\gamma$ and $H \in \operatorname{dom}($ Ric $)$.
(iv) $\bar{\sigma}(D)<\gamma$ and $H \in \operatorname{dom}(\operatorname{Ric})$ and $\operatorname{Ric}(H) \geq 0(\operatorname{Ric}(H)>0$ if $(C, A)$ is observable).

Proof. This follows from the fact that $\|G\|_{\infty}<\gamma$ is equivalent to that the following function is positive definite for all $\omega$ :

$$
\begin{gathered}
\Phi(j \omega):=\gamma^{2} I-G^{T}(-j \omega) G(j \omega) \\
=\left[\begin{array}{ll}
B^{*}\left(-j \omega I-A^{*}\right)^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
-C^{*} C & -C^{*} D \\
-D^{*} C & \gamma^{2} I-D^{*} D
\end{array}\right]\left[\begin{array}{c}
(j \omega I-A)^{-1} B \\
I
\end{array}\right]>0
\end{gathered}
$$

and the fact that

$$
\left[\begin{array}{cc}
-I & 0 \\
0 & I
\end{array}\right] H\left[\begin{array}{cc}
-I & 0 \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
A+B R^{-1} D^{*} C & -B R^{-1} B^{*} \\
C^{*}\left(I+D R^{-1} D^{*}\right) C & -\left(A+B R^{-1} D^{*} C\right)^{*}
\end{array}\right]
$$

The equivalence between $(i)$ and $(i v)$ in the above corollary is usually referred as Bounded Real Lemma.

### 13.5 Positive Real Functions

A square $(m \times m)$ matrix function $G(s) \in \mathcal{R} \mathcal{H}_{\infty}$ is said to be positive real $(P R)$ if $G(j \omega)+G^{*}(j \omega) \geq 0$ for all finite $\omega$, i.e., $\omega \in \mathbb{R}$, and $G(s)$ is said to be strictly positive $\operatorname{real}(S P R)$ if $G(j \omega)+G^{*}(j \omega)>0$ for all $\omega \in \mathbb{R}$.

Theorem 13.25 Let $\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ be a state space realization of $G(s)$ with A stable (not necessarily a minimal realization). Suppose there exist an $X \geq 0, Q$, and $W$ such that

$$
\begin{align*}
X A+A^{*} X & =-Q^{*} Q  \tag{13.34}\\
B^{*} X+W^{*} Q & =C  \tag{13.35}\\
D+D^{*} & =W^{*} W \tag{13.36}
\end{align*}
$$

Then $G(s)$ is positive real and

$$
G(s)+G^{\sim}(s)=M^{\sim}(s) M(s)
$$

with $M(s)=\left[\begin{array}{c|c}A & B \\ \hline Q & W\end{array}\right]$. Furthermore, if $M(j \omega)$ has full column rank for all $\omega \in \mathbb{R}$, then $G(s)$ is strictly positive real.

## Proof.

$$
G(s)+G^{\sim}(s)=\left[\begin{array}{cc|c}
A & 0 & B \\
0 & -A^{*} & -C^{*} \\
\hline C & B^{*} & D+D^{*}
\end{array}\right]=\left[\begin{array}{cc|c}
A & 0 & B \\
0 & -A^{*} & -\left(X B+Q^{*} W\right) \\
\hline B^{*} X+W^{*} Q & B^{*} & W^{*} W
\end{array}\right] .
$$

Apply a similarity transformation $\left[\begin{array}{cc}I & 0 \\ X & I\end{array}\right]$ to the last realization to get

$$
\begin{aligned}
G(s)+G^{\sim}(s) & =\left[\begin{array}{cc|c}
A & 0 & B \\
X A+A^{*} X & -A^{*} & -Q^{\wedge} W \\
\hline W^{*} Q & B^{*} & W^{*} W
\end{array}\right]=\left[\begin{array}{c|c|c}
A & 0 & B \\
-Q^{*} Q & -A^{*} & -Q^{*} W \\
\hline W^{*} Q & B^{*} & W^{*} W
\end{array}\right] \\
& =\left[\begin{array}{c|c|c}
-A^{*} & -Q^{*} \\
\hline B^{*} & W^{*}
\end{array}\right]\left[\begin{array}{c|c}
A & B \\
\hline Q & W
\end{array}\right] .
\end{aligned}
$$

This implies that

$$
G(j \omega)+G^{*}(j \omega)=M^{*}(j \omega) M(j \omega) \geq 0
$$

i.e., $G(s)$ is positive real. Finally note that if $M(j \omega)$ has full column rank for all $\omega \in \mathbb{R}$, then $M(j \omega) x \neq 0$ for all $x \in \mathbb{C}^{m}$ and $\omega \in \mathbb{R}$. Thus $G(s)$ is strictly positive real.

Theorem 13.26 Suppose $(A, B, C, D)$ is a minimal realization of $G(s)$ with $A$ stable and $G(s)$ is positive real. Then there exist an $X \geq 0, Q$, and $W$ such that

$$
\begin{aligned}
X A+A^{*} X & =-Q^{*} Q \\
B^{*} X+W^{*} Q & =C \\
D+D^{*} & =W^{*} W
\end{aligned}
$$

and

$$
G(s)+G^{\sim}(s)=M^{\sim}(s) M(s)
$$

with $M(s)=\left[\begin{array}{c|c}A & B \\ \hline Q & W\end{array}\right]$. Furthermore, if $G(. s)$ is strictly positive real, then $M(j \omega)$ given above has full column rank for all $\omega \in \mathbb{R}$.

Proof. Since $G(s)$ is assumed to be positive real, there exists a transfer matrix $M(s)=$ $\left[\begin{array}{l|l}A_{1} & B_{1} \\ \hline C_{1} & D_{1}\end{array}\right]$ with $A_{1}$ stable such that

$$
G(s)+G^{\sim}(s)=M^{\sim}(s) M(s)
$$

where $A$ and $A_{1}$ have the same dimensions. Now let $X_{1} \geq 0$ be the solution of the following Lyapunov equation:

$$
X_{1} A_{1}+A_{1}^{*} X_{1}=-C_{1}^{*} C_{1}
$$

Then

$$
\left.\begin{array}{rl}
M^{\sim}(s) M(s) & =\left[\begin{array}{c|c}
-A_{1}^{*} & -C_{1}^{*} \\
\hline B_{1}^{*} & D_{1}^{*}
\end{array}\right]\left[\begin{array}{c|c}
A_{1} & B_{1} \\
\hline C_{1} & D_{1}
\end{array}\right]=\left[\begin{array}{cc|c}
A_{1} & 0 & B_{1} \\
-C_{1}^{*} C_{1} & -A_{1}^{*} & -C_{1}^{*} D_{1} \\
\hline D_{1}^{*} C_{1} & B_{1}^{*} & D_{1}^{*} D_{1}
\end{array}\right] \\
& =\left[\begin{array}{cc|c}
A_{1} & 0 & B_{1} \\
X_{1} A_{1}+A_{1}^{*} X_{1} & -A_{1}^{*} & -C_{1}^{*} D_{1} \\
\hline D_{1}^{*} C_{1} & B_{1}^{*} & D_{1}^{*} D_{1}
\end{array}\right] \\
& =\left[\begin{array}{cc|c|c}
A_{1} & 0 & B_{1} \\
0 & -A_{1}^{*} & -\left(X_{1} B_{1}+C_{1}^{*} D_{1}\right) \\
\hline B_{1}^{*} X+D_{1}^{*} C_{1} & B_{1}^{*} & D_{1}^{*} D_{1}
\end{array}\right] \\
& =D_{1}^{*} D_{1}+\left[\begin{array}{cc|c} 
& A_{1} & B_{1} \\
\hline B_{1}^{*} X+D_{1}^{*} C_{1} & 0
\end{array}\right]+\left[\begin{array}{c}
-A_{1}^{*}
\end{array}\right]-\left(B_{1}^{*} X+D_{1}^{*} C_{1}\right)^{*} \\
\hline B_{1}^{*} & 0
\end{array}\right] .
$$

But the realization for $G(s)+G^{\sim}(s)$ is given by

$$
G(s)+G^{\sim}(s)=D+D^{*}+\left[\begin{array}{c|c}
A & B \\
\hline C & 0
\end{array}\right]+\left[\begin{array}{c|c}
-A^{*} & -C^{*} \\
\hline B^{*} & 0
\end{array}\right]
$$

Since the realization for $G(s)$ is minimal, there exists a nonsingular matrix $T$ such that

$$
A=T A_{1} T^{-1}, \quad B=T B_{1}, \quad C=\left(B_{1}^{*} X+D_{1}^{*} C_{1}\right) T^{-1}, \quad D+D^{*}=D_{1}^{*} D_{1}
$$

Now the conclusion follows by defining

$$
X=\left(T^{-1}\right)^{*} X_{1} T^{-1}, \quad W=D_{1}, \quad Q=C_{1} T^{-1}
$$

Corollary 13.27 Let $\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ be a state space realization of $G(s) \in \mathcal{R} \mathcal{H}_{\infty}$ with $A$ stable and $R:=D+D^{*}>0$. Then $G(s)$ is strictly positive real if and only if there exists a stabilizing solution to the following Riccati equation:

$$
X\left(A-B R^{-1} C\right)+\left(A-B R^{-1} C\right)^{*} X+X B R^{-1} B^{*} X+C^{*} R^{-1} C=0
$$

Moreover, $M(s)=\left[\begin{array}{c|c}A & B \\ \hline R^{-\frac{1}{2}}\left(C-B^{*} X\right) & R^{\frac{1}{2}}\end{array}\right]$ is minimal phase and

$$
G(s)+G^{\sim}(s)=M^{\sim}(s) M(s)
$$

Proof. This follows from Theorem 13.19 and from the fact that

$$
G(j \omega)+G^{*}\left(j \omega^{\prime}\right)>0
$$

for all $\omega$ including $\infty$.

The above corollary also leads to the following special spectral factorization.
Corollary 13.28 Let $G(s)=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ such that $D$ has full row rank. Assume that $G(j \omega) G^{*}(j \omega)>0$ for all $\omega$, i.e., $G(. ;)$ has no zeros on the imaginary axis. Let $P$ be the controllability Gramian of $(A, B)$ :

$$
P A^{*}+A P+B B^{*}=0
$$

## Define

$$
B_{W}=P C^{*}+B D^{*}
$$

Then there exists an $X \geq 0$ such that

$$
\left.X A+A^{*} X+\left(C-B_{W}^{*} X\right)^{*}(D I)^{*}\right)^{-1}\left(C-B_{W}^{*} X\right)=0
$$

Furthermore, there is an $M(s) \in \mathcal{R H} \mathcal{H}_{\infty}$ such that $M^{-1}(s) \in \mathcal{R} \mathcal{H}_{\infty}$ and

$$
G(s) G^{\sim}(s)=M^{\sim}(s) M(s)
$$

where $M(s)=\left[\begin{array}{c|c}A & B_{W} \\ \hline C_{W} & D_{W}\end{array}\right]$ with a square matrix $D_{W}$ such that

$$
D_{W}^{*} D_{W}=D D^{*}
$$

and

$$
C_{W}=D_{W}\left(D D^{*}\right)^{-1}\left(C-B_{W}^{*} X\right)
$$

Proof. This corollary follows from Corollary 13.27 and the fact that $G(j \omega) G^{*}(j \omega)>0$ and

$$
G(s) G^{\sim}(s)=\left[\begin{array}{c|c}
A & B_{W} \\
\hline C & 0
\end{array}\right]+\left[\begin{array}{c|c}
-A^{*} & -C^{*} \\
\hline B_{W}^{*} & 0
\end{array}\right]+D D^{*}
$$

A dual spectral factorization can also be obtained easily.

### 13.6 Inner Functions

A transfer function $N$ is called inner if $N \in \mathcal{R} \mathcal{H}_{\infty}$ and $N^{\sim} N=I$ and co-inner if $N \in \mathcal{R} \mathcal{H}_{\infty}$ and $N N^{\sim}=I$. Note that $N$ need not be square. Inner and co-inner are dual notions, i.e., $N$ is an inner iff $N^{T}$ is a co-inner. A matrix function $N \in \mathcal{R} \mathcal{L}_{\infty}$ is called all-pass if $N$ is square and $N^{\sim} N=I$; clearly a square inner function is all-pass. We will focus on the characterizations of inner functions here and the properties of co-inner functions follow by duality.

Note that $N$ inner implies that $N$ has at least as many rows as columns. For $N$ inner and any $q \in \mathbb{C}^{n}, v \in \mathcal{L}_{2},\|N(j \omega) q\|=\|q\|, \forall \omega$ and $\|N v\|_{2}=\|v\|_{2}$ since $N(j \omega)^{*} N(j \omega)=I$ for all $\omega$. Because of these norm preserving properties, inner matrices will play an important role in the control synthesis theory in this book. In this section, we present a state-space characterization of inner transfer functions.

Lemma 13.29 Suppose $N=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ and $X=X^{*} \geq 0$ satisfies

$$
\begin{equation*}
A^{*} X+X A+C^{*} C=0 \tag{13.37}
\end{equation*}
$$

Then
(a) $D^{*} C+B^{*} X=0$ implies $N^{\sim} N=D^{*} D$.
(b) $(A, B)$ controllable, and $N^{\sim} N=D^{*} D$ implies $D^{*} C+B^{*} X=0$.

Proof. Conjugating the states of

$$
N^{\sim} N=\left[\begin{array}{cc|c}
A & 0 & B \\
-C^{*} C & -A^{*} & -C^{*} D \\
\hline D^{*} C & B^{*} & D^{*} D
\end{array}\right]
$$

by $\left[\begin{array}{cc}I & 0 \\ -X & I\end{array}\right]$ on the left and $\left[\begin{array}{cc}I & 0 \\ -X & I\end{array}\right]^{-1}=\left[\begin{array}{cc}I & 0 \\ X & I\end{array}\right]$ on the right yields

$$
\begin{aligned}
N^{\sim} N & =\left[\begin{array}{cc|c}
A & 0 & B \\
-\left(A^{*} X+X A+C^{*} C\right) & -A^{*} & -\left(X B+C^{*} D\right) \\
\hline B^{*} X+D^{*} C & B^{*} & D^{*} D
\end{array}\right] \\
& =\left[\begin{array}{cc|c}
A & 0 & B \\
0 & -A^{*} & -\left(X B+C^{*} D\right) \\
\hline B^{*} X+D^{*} C & B^{*} & D^{*} D
\end{array}\right]
\end{aligned}
$$

Then (a) and (b) follow easily.

This lemma immediately leads to one characterization of inner matrices in terms of their state space representations. Simply add the condition that $D^{*} D=I$ to Lemma 13.29 to get $N^{\sim} N=I$.

Corollary 13.30 Suppose $N=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right]$ is stable and minimal, and $X$ is the observability Gramian. Then $N$ is an inner if and only if
(a) $D^{*} C+B^{*} X=0$
(b) $D^{*} D=I$.

A transfer matrix $N_{\perp}$ is called a complementary inner factor (CIF) of $N$ if [ $N N_{\perp}$ ] is square and is an inner. The dual notion of the complementary co-inner factor is defined in the obvious way. Given an inner $N$, the following lemma gives a construction of its CIF. The proof of this lemma follows from straightforward calculation and from the fact that $C X^{\dagger} X=C$ since $\operatorname{Im}\left(I-X^{+} X\right) \subset \operatorname{Ker}(X) \subset \operatorname{Ker}(C)$.

Lemma 13.31 Let $N=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ be an innt $T$ and $X$ be the observability Gramian. Then a CIF $N_{\perp}$ is given by

$$
N_{\perp}=\left[\begin{array}{c|c}
A & -X^{\dagger} C^{*} D_{\perp} \\
\hline C & D_{\perp}
\end{array}\right]
$$

where $D_{\perp}$ is an orthogonal complement of $D$ such, that $\left[D D_{\perp}\right]$ is square and orthogonal.

### 13.7 Inner-Outer Factorizations

In this section, some special form of coprime factorizations will be developed. In particular, explicit realizations are given for coprime factorizations $G=N M^{-1}$ with inner numerator $N$ and inner denominator $M$, resper tively. The former factorization in the case of $G \in \mathcal{R H} \mathcal{H}_{\infty}$ will give an inner-outer factorization ${ }^{1}$. The results will be proven for the right coprime factorizations, while the results for left coprime factorizations follow by duality.

Let $G \in \mathcal{R}_{p}$ be a $p \times m$ transfer matrix and denote $R^{1 / 2} R^{1 / 2}=R$. For a given full column rank matrix $D$, let $D_{\perp}$ denote for any orthogonal complement of $D$ so that $\left[\begin{array}{ll}D R^{-1 / 2} & D_{\perp}\end{array}\right]$ (with $R=D^{*} D>0$ ) is square and orthogonal. To obtain an $r c f$ of $G$ with $N$ inner, we note that if $N M^{-1}$ is an ref. then $\left(N Z_{r}\right)\left(M Z_{r}\right)^{-1}$ is also an ref for any nonsingular real matrix $Z_{r}$. We simply neel to use the formulas in Theorem 5.9 to solve for $F$ and $Z_{r}$.

[^14]Theorem 13.32 Assume $p \geq m$. Then there exists an $\operatorname{rcf} G=N M^{-1}$ such that $N$ is an inner if and only if $G^{\sim} G>0$ on the $j \omega$-axis, including at $\infty$. This factorization is unique up to a constant unitary multiple. Furthermore, assume that the realization of $G=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ is stabilizable and that $\left[\begin{array}{cc}A-j \omega I & B \\ C & D\end{array}\right]$ has full column rank for all $\omega \in \mathbb{R}$. Then a particular realization of the desired coprime factorization is

$$
\left[\begin{array}{c}
M \\
N
\end{array}\right]:=\left[\begin{array}{c|c}
A+B F & B R^{-1 / 2} \\
\hline F & R^{-1 / 2} \\
C+D F & D R^{-1 / 2}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

where

$$
\begin{gathered}
R=D^{*} D>0 \\
F=-R^{-1}\left(B^{*} X+D^{*} C\right)
\end{gathered}
$$

and

$$
X=\operatorname{Ric}\left[\begin{array}{cc}
A-B R^{-1} D^{*} C & -B R^{-1} B^{*} \\
-C^{*}\left(I-D R^{-1} D^{*}\right) C & -\left(A-B R^{-1} D^{*} C\right)^{*}
\end{array}\right] \geq 0
$$

Moreover, a complementary inner factor can be obtained as

$$
N_{\perp}=\left[\begin{array}{c|c}
A+B F & -X^{\dagger} C^{*} D_{\perp} \\
\hline C+D F & D_{\perp}
\end{array}\right]
$$

if $p>m$.

Proof. $(\Rightarrow)$ Suppose $G=N M^{-1}$ is a right coprime factorization and $N^{\sim} N=I$. Then $G^{\sim} G=\left(M^{-1}\right)^{\sim} M^{-1}>0$ on the $j \omega$-axis since $M \in \mathcal{R H} \mathcal{H}_{\infty}$.
$(\Leftrightarrow)$ This can be shown by using Corollary 13.20 first to get a factorization $G^{\sim} G=\left(M^{-1}\right)^{\sim}\left(M^{-1}\right)$ and then to compute $N=G M$. The following proof is more direct. It will be proven by showing that the definition of the inner and coprime factorization formula given in Theorem 5.9 lead directly to the above realization of the $r c f$ of $G$ with an inner numerator. That $G=N M^{-1}$ is an $r c f$ follows immediately once it is established that $F$ is a stabilizing state feedback. Now suppose

$$
N=\left[\begin{array}{l|l}
A+B F & B Z_{r} \\
\hline C+D F & D Z_{r}
\end{array}\right]
$$

and let $F$ and $Z_{r}$ be such that

$$
\begin{gather*}
\left(D Z_{r}\right)^{*}\left(D Z_{r}\right)=I  \tag{13.38}\\
\left(B Z_{r}\right)^{*} X+\left(D Z_{r}\right)^{*}(C+D F)=0 \tag{13.39}
\end{gather*}
$$

$$
\begin{equation*}
(A+B F)^{*} X+X(A+B F)+(C+D F)^{*}(C+D F)=0 . \tag{13.40}
\end{equation*}
$$

Clearly, we have that $Z_{r}=R^{-1 / 2} U$ where $R=D^{*} D>0$ and where $U$ is any orthogonal matrix. Take $U=I$ and solve (13.39) for $F$ to get

$$
F=-R^{-1}\left(B^{*} X-D^{*} C\right)
$$

Then substitute $F$ into (13.40) to get

$$
\begin{aligned}
0 & =(A+B F)^{*} X+X(A+B F)+(C+D F)^{*}(C+D F) \\
& \left.=\left(A-B R^{-1} D^{*} C\right)^{*} X+X\left(A-B R^{-1} D\right)^{*} C\right)-X B R^{-1} B^{*} X+C^{*} D_{\perp} D_{\perp}^{*} C
\end{aligned}
$$

where $D_{\perp} D_{\perp}^{*}=I-D R^{-1} D^{*}$. To show that such choices indeed make sense, we need to show that $H \in \operatorname{dom}($ Ric $)$, where

$$
H=\left[\begin{array}{cc}
A-B R^{-1} D^{*} C & -B R^{-1} B^{*} \\
-C^{*} D_{\perp} D_{\perp}^{*} C & -\left(A-B R^{-1} D^{*} C\right)^{*}
\end{array}\right]
$$

so $X=\operatorname{Ric}(H)$. However, by Theorem 13.19, $H \in \operatorname{dom}($ Ric $)$ is guaranteed by the fact that $\left[\begin{array}{cc}A-j \omega & B \\ C & D\end{array}\right]$ has full column rank (or $G(j \omega) G(j \omega)>0$ ).

The uniqueness of the factorization follows from coprimeness and $N$ inner. Suppose that $G=N_{1} M_{1}^{-1}=N_{2} M_{2}^{-1}$ are two right coprime factorizations and that both numerators are inners. By coprimeness, these two factorizations are unique up to a right multiple which is a unit ${ }^{2}$ in $\mathcal{R} \mathcal{H}_{\infty}$. That is, there exists a unit $\Theta \in \mathcal{R} \mathcal{H}_{\infty}$ such that $\left[\begin{array}{c}M_{1} \\ N_{1}\end{array}\right] \Theta=\left[\begin{array}{c}M_{2} \\ N_{2}\end{array}\right]$. Clearly, $\Theta$ is an inner since $\Theta^{\sim} \Theta=\Theta^{\sim} N_{1}^{\sim} N_{1} \Theta=N_{2}^{\sim} N_{2}=I$. The only inner units in $\mathcal{R H}{ }_{\infty}$ are constant matrices, and thus the desired uniqueness property is established. Note that the non-uniqueness is contained entirely in the choice of a particular square root of $R$.

Finally, the formula for $N_{\perp}$ follows from Len:ma 13.31.
Note that the important inner-outer factorization formula can be obtained from this inner numerator coprime factorization if $G \in \mathcal{R} \mathcal{H}_{\infty}$.

Corollary 13.33 Suppose $G \in \mathcal{R} \mathcal{H}_{\infty}$; then the. matrix $M$ in Theorem 13.32 is an outer. Hence, the factorization $G=N\left(M^{-1}\right)$ given in Theorem 13.32 is an inner-outer factorization.

Remark 13.7 It is noted that the above inner-outer factorization procedure does not apply to the strictly proper transfer matrix even if the factorization exists. For example, $G(s)=\frac{s-1}{s+1} \frac{1}{s+2}$ has inner-outer factorizations but the above procedure cannot be used. The inner-outer factorization for the general transfer matrices can be done using the method adopted in Section 6.1 of Chapter 6.

[^15]Suppose that the system $G$ is not stable; then a coprime factorization with an inner denominator can also be obtained by solving a special Riccati equation. The proof of this result is similar to the inner numerator case and is omitted.
Theorem 13.34 Assume that $G=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R}_{p}$ and $(A, B)$ is stabilizable. Then there exists a right coprime factorization $G=N M^{-1}$ such that $M \in \mathcal{R} \mathcal{H}_{\infty}$ is an inner if and only if $G$ has no poles on $j \omega$-axis. A particular realization is

$$
\left[\begin{array}{c}
M \\
N
\end{array}\right]:=\left[\begin{array}{c|c}
A+B F & B \\
\hline F & I \\
C+D F & D
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

where

$$
\begin{gathered}
F=-B^{*} X \\
X=\operatorname{Ric}\left[\begin{array}{cc}
A & -B B^{*} \\
0 & -A^{*}
\end{array}\right] \geq 0 .
\end{gathered}
$$

Dual results can be obtained when $p \leq m$ by taking the transpose of the transfer function matrix. In these factorizations, output injection using the dual Riccati solution replaces state feedback to obtain the corresponding left factorizations.
Theorem 13.35 Assume $p \leq m$. Then there exists an $\operatorname{lcf} G=\tilde{M}^{-1} \tilde{N}$ such that $\tilde{N}$ is $a$ co-inner if and only if $G G^{\sim}>0$ on the $j \omega$-axis, including at $\infty$. This factorization is unique up to a constant unitary multiple. Furthermore, assume that the realization of $G=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ is detectable and that $\left[\begin{array}{cc}A-j \omega I & B \\ C & D\end{array}\right]$ has full row rank for all $\omega \in \mathbb{R}$. Then a particular realization of the desired coprime factorization is

$$
\left[\begin{array}{cc}
\tilde{M} & \tilde{N}
\end{array}\right]:=\left[\begin{array}{c|cc}
A+L C & L & B+L D \\
\hline \tilde{R}^{-1 / 2} C & \tilde{R}^{-1 / 2} & \tilde{R}^{-1 / 2} D
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

where

$$
\begin{gathered}
\tilde{R}=D D^{*}>0 \\
L=-\left(B D^{*}+Y C^{*}\right) \tilde{R}^{-1}
\end{gathered}
$$

and

$$
Y=\operatorname{Ric}\left[\begin{array}{cc}
\left(A-B D^{*} \tilde{R}^{-1} \tilde{C}\right)^{*} & -C^{*} \tilde{R}^{-1} C \\
-B\left(I-D^{*} \tilde{R}^{-1} D\right) B & -\left(A-B D^{*} \tilde{R}^{-1} C\right)
\end{array}\right] \geq 0
$$

Moreover, a complementary co-inner factor can be obtained as

$$
\tilde{N}_{\perp}=\left[\begin{array}{c|c}
A+L C & B+L D \\
\hline-\tilde{D}_{\perp} B^{*} Y^{\dagger} & \tilde{D}_{\perp}
\end{array}\right]
$$

if $p<m$, where $\tilde{D}_{\perp}$ is a full row rank matrix such that $\tilde{D}_{\perp}^{*} \tilde{D}_{\perp}=I-D^{*} \tilde{R}^{-1} D$.

Theorem 13.36 Assume that $G=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R}_{p}$ and $(C, A)$ is detectable. Then there exists a left coprime factorization $G=\tilde{M}^{-1} \tilde{N}$ such that $\tilde{M} \in \mathcal{R} \mathcal{H}_{\infty}$ is an inner if and only if $G$ has no poles on $j \omega$-axis. A particular realization is

$$
\left[\begin{array}{cc}
\tilde{M} & \tilde{N}
\end{array}\right]:=\left[\begin{array}{c|cc}
A+L C & L & B+L D \\
\hline C & I & D
\end{array}\right] \in \mathcal{R H}_{\infty}
$$

where

$$
\begin{gathered}
L=-Y C^{*} \\
Y=\operatorname{Ric}\left[\begin{array}{cc}
A^{*} & -C^{*} C \\
0 & -4
\end{array}\right] \geq 0 .
\end{gathered}
$$

### 13.8 Normalized Coprime Factorizations

A right coprime factorization of $G=N M^{-1}$ with $N, M \in \mathcal{R} \mathcal{H}_{\infty}$ is called a normalized right coprime factorization if

$$
M^{\sim} M+N^{\sim} \Lambda=I
$$

i.e., if $\left[\begin{array}{c}M \\ N\end{array}\right]$ is an inner. Similarly, an lcf $G=\tilde{M}^{-1} \tilde{N}$ is called a normalized left coprime factorization if $\left[\begin{array}{cc}\tilde{M} & \tilde{N}\end{array}\right]$ is a co-inner.

The normalized coprime factorization is easy to obtain from the definition. The following theorem can be proven using the same procedure as in the proof for the coprime factorization with inner numerator. In this case, the proof involves choosing $F$ and $Z_{r}$ such that $\left[\begin{array}{c}M \\ N\end{array}\right]$ is an inner.

Theorem 13.37 Let a realization of $G$ be given by

$$
G=\left[\begin{array}{l|l}
A & B \\
\hline C & D
\end{array}\right]
$$

and define

$$
R=I+D^{*} D>0, \quad \tilde{R}=I+D D^{*}>0 .
$$

(a) Suppose $(A, B)$ is stabilizable and $(C, A)$ has no unobservable modes on the imaginary axis. Then there is a normalized right coprime factorization $G=N M^{-1}$

$$
\left[\begin{array}{c}
M \\
N
\end{array}\right]:=\left[\begin{array}{c|c}
A+B F & B R^{-1 / 2} \\
\hline F & R^{-1 / 2} \\
C+D F & D R^{-1 / 2}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

where

$$
F=-R^{-1}\left(B^{*} X+D^{*} C\right)
$$

and

$$
X=\operatorname{Ric}\left[\begin{array}{cc}
A-B R^{-1} D^{*} C & -B R^{-1} B^{*} \\
-C^{*} \tilde{R}^{-1} C & -\left(A-B R^{-1} D^{*} C\right)^{*}
\end{array}\right] \geq 0
$$

(b) Suppose $(C, A)$ is detectable and $(A, B)$ has no uncontrollable modes on the imaginary axis. Then there is a normalized left coprime factorization $G=\tilde{M}^{-1} \tilde{N}$

$$
\left[\begin{array}{cc}
\tilde{M} & \tilde{N}
\end{array}\right]:=\left[\begin{array}{c|cc}
A+L C & L & B+L D \\
\hline \tilde{R}^{-1 / 2} C & \tilde{R}^{-1 / 2} & \tilde{R}^{-1 / 2} D
\end{array}\right]
$$

where

$$
L=-\left(B D^{*}+Y C^{*}\right) \tilde{R}^{-1}
$$

and

$$
Y=\operatorname{Ric}\left[\begin{array}{cc}
\left(A-B D^{*} \tilde{R}^{-1} C\right)^{*} & -C^{*} \tilde{R}^{-1} C \\
-B R^{-1} B^{*} & -\left(A-B D^{*} \tilde{R}^{-1} C\right)
\end{array}\right] \geq 0
$$

(c) The controllability Gramian $P$ and observability Gramian $Q$ of $\left[\begin{array}{c}M \\ N\end{array}\right]$ are given $b y$

$$
P=(I+Y X)^{-1} Y, \quad Q=X
$$

while the controllability Gramian $\tilde{P}$ and observability Gramian $\tilde{Q}$ of $\left[\begin{array}{ll}\tilde{M} & \tilde{N}\end{array}\right]$ are given by

$$
\tilde{P}=Y, \quad \tilde{Q}=(I+X Y)^{-1} X
$$

Proof. We shall only prove the first part of (c). It is obvious that $Q=X$ since the Riccati equation for $X$ can be written as

$$
X(A+B F)+(A+B F)^{*} X+\left[\begin{array}{c}
F \\
C+D F
\end{array}\right]^{*}\left[\begin{array}{c}
F \\
C+D F
\end{array}\right]=0
$$

while the controllability Gramian solves the Lyapunov equation

$$
(A+B F) P+P(A+B F)^{*}+B R^{-1} B^{*}=0
$$

or equivalently

$$
P=\operatorname{Ric}\left[\begin{array}{cc}
(A+B F)^{*} & 0 \\
-B R^{-1} B^{*} & -(A+B F)
\end{array}\right]
$$

Now let $T=\left[\begin{array}{cc}I & X \\ 0 & I\end{array}\right]$; then

$$
\left[\begin{array}{cc}
(A+B F)^{*} & 0 \\
-B R^{-1} B^{*} & -(A+B F)
\end{array}\right]=T\left[\begin{array}{cc}
A-B D^{*} \tilde{R}^{-1} C & -C^{*} \tilde{R}^{-1} C \\
-B R^{-1} B^{*} & -\left(A-B D^{*} \tilde{R}^{-1} C\right)^{*}
\end{array}\right] T^{-1}
$$

This shows that the stable invariant subspaces for these two Hamiltonian matrices are related by

$$
\mathcal{X}_{-}\left[\begin{array}{cc}
(A+B F)^{*} & 0 \\
-B R^{-1} B^{*} & -(A+B F)
\end{array}\right]=T \mathcal{X}_{-}\left[\begin{array}{cc}
A-B D^{*} \tilde{R}^{-1} C & -C^{*} \tilde{R}^{-1} C \\
-B R^{-1} B^{*} & -\left(A-B D^{*} \tilde{R}^{-1} C\right)^{*}
\end{array}\right]
$$

or

$$
\operatorname{Im}\left[\begin{array}{l}
I \\
P
\end{array}\right]=T \operatorname{Im}\left[\begin{array}{c}
I \\
Y
\end{array}\right]=\operatorname{Im}\left[\begin{array}{c}
I+X Y \\
Y
\end{array}\right]=\operatorname{Im}\left[\begin{array}{c}
I \\
Y(I+X Y)^{-1}
\end{array}\right]
$$

Hence we have $P=Y(I+X Y)^{-1}$.

### 13.9 Notes and References

The general solutions of a Riccati equation are given by Martensson [1971]. The iterative procedure for solving ARE was first introduced by Kleinman [1968] for a special case and was further developed by Wonham [1968]. It was used by Coppel [1974], Ran and Vreugdenhil [1988], and many others for the proof of the existence of maximal and minimal solutions. The comparative results were obtained in Ran and Vreugdenhil [1988]. The paper by Wimmer[1985] also contains comparative results for some special cases. The paper by Willems [1971] contains a comprehensive treatment of ARE and the related optimization problems. Some matrix factorization results are given in Doyle [1984]. Numerical methods for solving ARE cai be found in Arnold and Laub [1984], Van Dooren [1981], and references therein. The state space spectral factorization for functions singular at $\infty$ or on imaginary axis is considered in Clements and Glover [1989] and Clements [1993].


## $\mathcal{H}_{2}$ Optimal Control

In this chapter we treat the optimal control of linear time-invariant systems with a quadratic performance criterion. The material in this chapter is standard, but the treatment is somewhat novel and lays the foundation for the subsequent chapters on $\mathcal{H}_{\infty}$-optimal control.

### 14.1 Introduction to Regulator Problem

Consider the following dynamical system:

$$
\begin{equation*}
\dot{x}=A x+B_{2} u, \quad x\left(t_{0}\right)=x_{0} \tag{14.1}
\end{equation*}
$$

where $x_{0}$ is given but arbitrary. Our objective is to find a control function $u(t)$ defined on $\left[t_{0}, T\right]$ which can be a function of the state $x(t)$ such that the state $x(t)$ is driven to a (small) neighborhood of origin at time $T$. This is the so-called Regulator Problem. One might suggest that this regulator problem can be trivially solved for any $T>t_{0}$ if the system is controllable. This is indeed the case if the controller can provide arbitrarily large amounts of energy since, by the definition of controllability, one can immediately construct a control function that will drive the state to zero in an arbitrarily short time. However, this is not practical since any physical system has the energy limitation, i.e., the actuator will eventually saturate. Furthermore, large control action can easily drive the system out of the region where the given linear model is valid. Hence certain limitations have to be imposed on the control in practical engineering implementation.

The constraints on control $u$ may be measured in many different ways; for example,

$$
\int_{t_{0}}^{T}\|u\| d t, \quad \int_{t_{0}}^{T}\|u\|^{2} d t, \sup _{t \in\left[t_{0}, T\right]}\|u\|
$$

i.e., in terms of $\mathcal{L}_{1}$-norm, $\mathcal{L}_{2}$-norm, and $\mathcal{L}_{\infty}$-norm, or more generally, weighted $\mathcal{L}_{1}$-norm, $\mathcal{L}_{2}$-norm, and $\mathcal{L}_{\infty}$-norm

$$
\int_{t_{0}}^{T}\left\|W_{u} u\right\| d t, \quad \int_{t_{0}}^{T}\left\|W_{u} u\right\|^{2} d t, \sup _{t \in\left[t_{0}, T\right]}\left\|W_{u} u\right\|
$$

for some constant weighting matrix $W_{u}$.
Similarly, one might also want to impose some constraints on the transient response $x(t)$ in a similar fashion

$$
\int_{t_{0}}^{T}\left\|W_{x} x\right\| d t, \quad \int_{t_{0}}^{T}\left\|W_{x} x\right\|^{2} d t, \quad \sup _{t \in\left[t_{0}, T\right]}\left\|W_{x} x\right\|
$$

for some weighting matrix $W_{x}$. Hence the regulator problem can be posed as an optimal control problem with certain combined performance index on $u$ and $x$, as given above. In this chapter, we shall be concerned exclusively with the $\mathcal{L}_{2}$ performance problem or quadratic performance problem. Moreover, we will focus on the infinite time regulator problem, i.e., $T \rightarrow \infty$, and, without loss of generality, we shall assume $t_{0}=0$. In this case, our problem is as follows: find a control $u(t)$ defined on $[0, \infty)$ such that the state $x(t)$ is driven to the origin at $t \rightarrow \infty$ and the following performance index is minimized:

$$
\min _{u} \int_{0}^{\infty}\left[\begin{array}{l}
x(t)  \tag{14.2}\\
u(t)
\end{array}\right]^{*}\left[\begin{array}{cc}
Q & S \\
S^{*} & R
\end{array}\right]\left[\begin{array}{l}
x(t) \\
u(t)
\end{array}\right] d t
$$

for some $Q=Q^{*}, S$, and $R=R^{*}>0$. This p coblem is traditionally called a Linear Quadratic Regulator problem or simply an LQR problem. Here we have assumed $R>0$ to emphasis that the control energy has to be finite, i.e., $u(t) \in \mathcal{L}_{2}[0, \infty)$. So this is the space over which the integral is minimized. Moreover, it is also generally assumed that

$$
\left[\begin{array}{ll}
Q & S  \tag{14.3}\\
S^{*} & R
\end{array}\right] \geq 0
$$

Since $R$ is positive definite, it has a square root, $R^{1 / 2}$, which is also positive-definite. By the substitution

$$
u \leftarrow R^{1 / 2} u
$$

we may as well assume at the start that $R=I$. In fact, we can even assume $S=0$ by using a pre-state feedback $u=-S^{*} x+v$ provided some care is exercised; however, this
will not be assumed in the sequel. Since the matrix in (14.3) is positive semi-definite with $R=I$, it can be factored as

$$
\left[\begin{array}{cc}
Q & S \\
S^{*} & I
\end{array}\right]=\left[\begin{array}{c}
C_{1}^{*} \\
D_{12}^{*}
\end{array}\right]\left[\begin{array}{ll}
C_{1} & D_{12}
\end{array}\right] .
$$

And (14.2) can be rewritten as

$$
\min _{u \in \mathcal{L}_{2}[0, \infty)}\left\|C_{1} x+D_{12} u\right\|_{2}^{2}
$$

In fact, the LQR problem is posed traditionally as the minimization problem

$$
\begin{align*}
& \min _{u \in \mathcal{L}_{2}[0, \infty)}\left\|C_{1} x+D_{12} u\right\|_{2}^{2}  \tag{14.4}\\
& \dot{x}=A x+B u, \quad x(0)=x_{0} \tag{14.5}
\end{align*}
$$

without explicitly mentioning the condition that the control should drive the state to the origin. Instead some assumptions are imposed on $Q, S$, and $R$ (or equivalently $C_{1}$ and $D_{12}$ ) to ensure that the optimal control law $u$ has this property. To see what assumption one needs to make in order to ensure that the minimization problem formulated in (14.4) and (14.5) has a sensible solution, let us consider a simple example with $A=1$, $B=1, Q=0, S=0$, and $R=1$ :

$$
\min _{u \in \mathcal{L}_{2}[0, \infty)} \int_{0}^{\infty} u^{2} d t, \quad \dot{x}=x+u, \quad x(0)=x_{0} .
$$

It is clear that $u=0$ is the optimal solution. However, the system with $u=0$ is unstable and $x(t)$ diverges exponentially to infinity, $x(t)=e^{t} x_{0}$. The problem with this example is that the performance index does not "see" the unstable state $x$. This is true in general, and the proof of this fact is left as an exercise to the reader. Hence in order to ensure that the minimization problem in (14.4) and (14.5) is sensible, we must assume that all unstable states can be "seen" from the performance index, i.e., $\left(C_{1}, A\right)$ must be detectable. This will be called a standard LQR problem.

On the other hand, if the closed-loop stability is imposed on the above minimization, then it can be shown that $\min _{u \in \mathcal{L}_{2}[0, \infty)} \int_{0}^{\infty} u^{2} d t=2 x_{0}^{2}$ and $u(t)=-2 x(t)$ is the optimal control. This can also be generalized to a more general case where ( $C_{1}, A$ ) is not necessarily detectable. This problem will be referred to as an Extended LQR problem.

### 14.2 Standard LQR Problem

In this section, we shall consider the LQR problem as traditionally formulated.

## Standard LQR Problem

Let a dynamical system be described by

$$
\begin{align*}
\dot{x} & =A x+B_{2} u, \quad x(0)=x_{0} \text { given but arbitrary }  \tag{14.6}\\
z & =C_{1} x+D_{12} u \tag{14.7}
\end{align*}
$$

and suppose that the system parameter matrices satisfy the following assumptions:
(A1) $\left(A, B_{2}\right)$ is stabilizable;
(A2) $D_{12}$ has full column rank with $\left[\begin{array}{ll}D_{12} & D_{\perp}\end{array}\right]$ unitary;
(A3) $\left(C_{1}, A\right)$ is detectable;

$$
\left[\begin{array}{cc}
A-j \omega I & B_{2}  \tag{A4}\\
C_{1} & D_{12}
\end{array}\right] \text { has full column rank for all } \omega \text {. }
$$

Find an optimal control law $u \in \mathcal{L}_{2}[0, \infty)$ such that the performance criterion $\|z\|_{2}^{2}$ is minimized.

Remark 14.1 Assumption (A1) is clearly necersary for the existence of a stabilizing control function $u$. The assumption (A2) is made for simplicity of notation and is actually a restatement that $R=D_{12}^{*} D_{12}=I$. Note also that $D_{\perp}$ drops out when $D_{12}$ is square. It is interesting to point out that (A3) is not needed in the Extended LQR problem. The assumption (A3) enforces that the unconditional optimization problem will result in a stabilizing control law. In fact, the assumption (A3) together with (A1) guarantees that the input/output stability implies the internal stability, i.e., $u \in \mathcal{L _ { 2 }}$ and $z \in \mathcal{L}_{2}$ imply $x \in \mathcal{L}_{2}$, which will be shown in Lemma 14 .1. Finally note that (A4) is equivalent to the condition that ( $D_{\perp}^{*} C_{1}, A-B_{2} D_{12}^{*} C_{1}$ ) has no unobservable modes on the imaginary axis and is weaker than the popular assumption of detectability of ( $D_{\perp}^{*} C_{1}, A-B_{2} D_{12}^{*} C_{1}$ ). (A4), together with the stabilizability of $\left(A, B_{2}\right)$, guarantees by Corollary 13.10 that the following Hamiltonian matrix belongs to dom(Ric) and that $X=\operatorname{Ric}(H) \geq 0$ :

$$
\begin{align*}
H & =\left[\begin{array}{cc}
A & 0 \\
-C_{1}^{*} C_{1} & -A^{*}
\end{array}\right]-\left[\begin{array}{c}
B_{2} \\
-C_{1}^{*} D_{12}
\end{array}\right]\left[\begin{array}{lc}
D_{12}^{*} C_{1} & B_{2}^{*}
\end{array}\right] \\
& =\left[\begin{array}{cc}
A-B_{2} D_{12}^{*} C_{1} & -B_{2} B_{2}^{*} \\
-C_{1}^{*} D_{\perp} D_{\perp}^{*} C_{1} & -\left(A-B_{2} D_{12}^{*} C_{1}\right)^{*}
\end{array}\right] \tag{14.8}
\end{align*}
$$

Note also that if $D_{12}^{*} C_{1}=0$, then (A4) is implied by the detectability of ( $C_{1}, A$ ), while the detectability of ( $C_{1}, A$ ) is implied by the detectability of ( $D_{\perp}^{*} C_{1}, A-B_{2} D_{12}^{*} C_{1}$ ).

The above implication is not true if $D_{12}^{*} C_{1} \neq 0$, for example,

$$
A=\left[\begin{array}{cc}
2 & 0 \\
0 & -2
\end{array}\right], \quad B_{2}=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad C_{1}=\left[\begin{array}{ll}
1 & 0
\end{array}\right], \quad D_{12}=1
$$

Then $\left(C_{1}, A\right)$ is detectable and $A-B_{2} D_{12}^{*} C_{1}=\left[\begin{array}{cc}1 & 0 \\ 0 & -2\end{array}\right]$ has no eigenvalue on the imaginary axis but is not stable.

Note also that the Riccati equation corresponding to (14.8) is

$$
\begin{equation*}
\left(A-B_{2} D_{12}^{*} C_{1}\right)^{*} X+X\left(A-B_{2} D_{12}^{*} C_{1}\right)-X B_{2} B_{2}^{*} X+C_{1}^{*} D_{\perp} D_{\perp}^{*} C_{1}=0 \tag{14.9}
\end{equation*}
$$

Now let $X$ be the corresponding stabilizing solution and define

$$
\begin{equation*}
F:=-\left(B_{2}^{*} X+D_{12}^{*} C_{1}\right) . \tag{14.10}
\end{equation*}
$$

Then $A+B_{2} F$ is stable. Denote

$$
A_{F}:=A+B_{2} F, \quad C_{F}:=C_{1}+D_{12} F
$$

and re-arrange equation (14.9) to get

$$
\begin{equation*}
A_{F}^{*} X+X A_{F}+C_{F}^{*} C_{F}=0 \tag{14.11}
\end{equation*}
$$

Thus $X$ is the observability Gramian of $\left(C_{F}, A_{F}\right)$.
Consider applying the control law $u=F x$ to the system (14.6) and (14.7). The controlled system is

$$
\begin{aligned}
& \dot{x}=A_{F} x, \quad x(0)=x_{0} \\
& z=C_{F} x
\end{aligned}
$$

or equivalently

$$
\begin{aligned}
\dot{x} & =A_{F} x+x_{0} \delta(t), \quad x\left(0_{-}\right)=0 \\
z & =C_{F} x .
\end{aligned}
$$

The associated transfer matrix is

$$
G_{c}(s)=\left[\begin{array}{l|l}
A_{F} & I \\
\hline C_{F} & 0
\end{array}\right]
$$

and

$$
\left\|G_{c} x_{0}\right\|_{2}^{2}=x_{0}^{*} X x_{0}
$$

The proof of the following theorem requires a preliminary result about internal stability given input-output stability.
Lemma 14.1 If $u, z \in \mathcal{L}_{2}[0, \infty)$ and $\left(C_{1}, A\right)$ is detectable in the system described by equations (14.6) and (14.7), then $x \in \mathcal{L}_{2}[0, \infty)$. Furthermore, $x(t) \rightarrow 0$ as $t \rightarrow \infty$.

Proof. Since $\left(C_{1}, A\right)$ is detectable, there exists $L$ such that $A+L C_{1}$ is stable. Let $\hat{x}$ be the state estimate of $x$ given by

$$
\dot{\hat{x}}=\left(A+L C_{1}\right) \hat{x}+\left(L D_{12}+B_{2}\right) u-L z .
$$

Then $\hat{x} \in \mathcal{L}_{2}[0, \infty)$ since $z$ and $u$ are in $\mathcal{L}_{2}[0, \infty)$ Now let $e=x-\hat{x}$; then

$$
\dot{e}=\left(A+L C_{1}\right) e
$$

and $e \in \mathcal{L}_{2}[0, \infty)$. Therefore, $x=e+\hat{x} \in \mathcal{L}_{2}[0, \infty)$. It is easy to see that $e(t) \rightarrow 0$ as $t \rightarrow \infty$ for any initial condition $e(0)$. Finally, $x(t) \rightarrow 0$ since $\hat{x} \rightarrow 0$.

Theorem 14.2 There exists a unique optimal control for the $L Q R$ problem, namely $u=F x$. Moreover,

$$
\min _{u \in \mathcal{L}_{2}[0, \infty)}\|z\|_{2}=\left\|G_{c} x_{0}\right\|_{2}
$$

Note that the optimal control strategy is constant gain state feedback, and this gain is independent of the initial condition $x_{0}$.

Proof. With the change of variable $v=u-F z$, the system can be written as

$$
\left[\begin{array}{c}
\dot{x}  \tag{14.12}\\
z
\end{array}\right]=\left[\begin{array}{cc}
A_{F} & B_{2} \\
C_{F} & D_{12}
\end{array}\right]\left[\begin{array}{c}
x \\
v
\end{array}\right], \quad x(0)=x_{0}
$$

Now if $v \in \mathcal{L}_{2}[0, \infty)$, then $x, z \in \mathcal{L}_{2}[0, \infty)$ and $x(\infty)=0$ since $A_{F}$ is stable. Hence $u=F x+v \in \mathcal{L}_{2}[0, \infty)$. Conversely, if $u, z \in \mathcal{L}_{2}[0, \infty)$, then from Lemma 14.1 $x \in \mathcal{L}_{2}[0, \infty)$. So $v \in \mathcal{L}_{2}[0, \infty)$. Thus the mapping $v=u-F x$ between $v \in \mathcal{L}_{2}[0, \infty)$ and those $u \in \mathcal{L}_{2}[0, \infty)$ that make $z \in \mathcal{L}_{2}[0, \infty)$ is one-to-one and onto. Therefore,

$$
\min _{u \in \mathcal{L}_{2}[0, \infty)}\|z\|_{2}=\min _{v \in \mathcal{L}_{2}\{0, \infty)}\|z\|_{2}
$$

By differentiating $x(t)^{*} X x(t)$ with respect to $t$ along a solution of the differential equation (14.12) and by using (14.9) and the fact that $C_{F}^{*} D_{12}=-X B_{2}$, we see that

$$
\begin{align*}
\frac{d}{d t} x^{*} X x & =\dot{x}^{*} X x+x^{*} X \dot{x}=x^{*}\left(A_{F}^{*} X+X A_{F}\right) x+2 x^{*} X B_{2} v \\
& =-x^{*} C_{F}^{*} C_{F} x+2 x^{*} X B_{2} v \\
& =-\left(C_{F} x+D_{12} v\right)^{*}\left(C_{F} x+D_{12} v\right)+2 x^{*} C_{F}^{*} D_{12} v+v^{*} v+2 x^{*} X B_{2} v \\
& =-\|z\|^{2}+\|v\|^{2} \tag{14.13}
\end{align*}
$$

Now integrate (14.13) from 0 to $\infty$ to get

$$
\|z\|_{2}^{2}=x_{0}^{*} X x_{0}+\|v\|_{2}^{2}
$$

Clearly, the unique optimal control is $v=0$, i.e., $u=F x$.

This method of proof, involving change of variables and the completion of the square, is a standard technique and variants of it will be used throughout this book. An alternative proof can be given in frequency domain. To do that, let us first note the following fact:

Lemma 14.3 Let a transfer matrix be defined as

$$
U:=\left[\begin{array}{c|c}
A_{F} & B_{2} \\
\hline C_{F} & D_{12}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

Then $U$ is inner and $U^{\sim} G_{c} \in \mathcal{R} \mathcal{H}_{2}^{\perp}$.
Proof. The proof uses standard manipulations of state space realizations. From $U$ we get

$$
U^{\sim}(s)=\left[\begin{array}{c|c}
-A_{F}^{*} & -C_{F}^{*} \\
\hline B_{2}^{*} & D_{12}^{*}
\end{array}\right]
$$

Then it is easy to compute

$$
U^{\sim} U=\left[\begin{array}{cc|c}
-A_{F}^{*} & -C_{F}^{*} C_{F} & -C_{F}^{*} D_{12} \\
0 & A_{F} & B_{2} \\
\hline B_{2}^{*} & D_{12}^{*} C_{F} & I
\end{array}\right], \quad U^{\sim} G_{c}=\left[\begin{array}{cc|c}
-A_{F}^{*} & -C_{F}^{*} C_{F} & 0 \\
0 & A_{F} & I \\
\hline B_{2}^{*} & D_{12}^{*} C_{F} & 0
\end{array}\right]
$$

Now do the similarity transformation

$$
\left[\begin{array}{cc}
I & -X \\
0 & I
\end{array}\right]
$$

on the states of the transfer matrices and use (14.11) to get

$$
\begin{gathered}
U^{\sim} U=\left[\begin{array}{cc|c}
-A_{F}^{*} & 0 & 0 \\
0 & A_{F} & B_{2} \\
\hline B_{2}^{*} & 0 & I
\end{array}\right]=I \\
U^{\sim} G_{c}=\left[\begin{array}{cc|c}
-A_{F}^{*} & 0 & -X \\
0 & A_{F} & I \\
\hline B_{2}^{*} & 0 & 0
\end{array}\right]=\left[\begin{array}{c|c}
-A_{F}^{*} & -X \\
\hline B_{2}^{*} & 0
\end{array}\right] \in \mathcal{R} \mathcal{H}_{2}^{\perp} .
\end{gathered}
$$

An alternative proof of Theorem 14.2 Wt have in the frequency domain

$$
z=G_{c} x_{0}+l^{l} v
$$

Let $v \in \mathcal{H}_{2}$. By Lemma 14.3, $G_{c} x_{0}$ and $U v$ are crthogonal. Hence

$$
\|z\|_{2}^{2}=\left\|G_{c} x_{0}\right\|_{2}^{2}+\|U v\|_{2}^{2}
$$

Since $U$ is inner, we get

$$
\|z\|_{2}^{2}=\left\|G_{c} x_{0}\right\|_{2}^{2}+\|v\|_{2}^{2} .
$$

This equation immediately gives the desired conclusion.
Remark 14.2 It is clear that the LQR problem considered above is essentially equivalent to minimizing the 2 -norm of $z$ with the input $w=x_{0} \delta(t)$ in the following diagram:


But this problem is a special $\mathcal{H}_{2}$ norm minimization problem considered in a later section.

### 14.3 Extended LQR Problem

This section considers the extended LQR problem where no detectability assumption is made for $\left(C_{1}, A\right)$.

## Extended LQR Problem

Let a dynamical system be given by

$$
\begin{aligned}
\dot{x} & =A x+B_{2} u, \quad x(0)=x_{0} \quad \text { given but arbitrary } \\
z & =C_{1} x+D_{12} u
\end{aligned}
$$

with the following assumptions:
(A1) $\left(A, B_{2}\right)$ is stabilizable;
(A2) $D_{12}$ has full column rank with $\left[\begin{array}{ll}D_{12} & D_{\perp}\end{array}\right]$ unitary;

$$
\left[\begin{array}{cc}
A-j \omega I & B_{2}  \tag{A3}\\
C_{1} & D_{12}
\end{array}\right] \text { has full column rank for all } \omega
$$

Find an optimal control law $u \in \mathcal{L}_{2}[0, \infty)$ such that the system is internally stable, i.e., $x \in \mathcal{L}_{2}[0, \infty)$ and the performance criterion $\|z\|_{2}^{2}$ is minimized.

Assume the same notation as above, and we have
Theorem 14.4 There exists a unique optimal control for the extended $L Q R$ problem, namely $u=F x$. Moreover,

$$
\min _{u \in \mathcal{L}_{2}[0, \infty)}\|z\|_{2}=\left\|G_{c} x_{0}\right\|_{2} .
$$

Proof. The proof of this theorem is very similar to the proof of the standard LQR problem except that, in this case, the input/output stability may not necessarily imply the internal stability. Instead, the internal stability is guaranteed by the way of choosing control law.

Suppose that $u \in \mathcal{L}_{2}[0, \infty)$ is such a control law that the system is stable, i.e., $x \in \mathcal{L}_{2}[0, \infty)$. Then $v=u-F x \in \mathcal{L}_{2}[0, \infty)$. On the other hand, let $v \in \mathcal{L}_{2}[0, \infty)$ and consider

$$
\left[\begin{array}{c}
\dot{x} \\
z
\end{array}\right]=\left[\begin{array}{cc}
A_{F} & B_{2} \\
C_{F} & D_{12}
\end{array}\right]\left[\begin{array}{c}
x \\
v
\end{array}\right], \quad x(0)=x_{0}
$$

Then $x, z \in \mathcal{L}_{2}[0, \infty)$ and $x(\infty)=0$ since $A_{F}$ is stable. Hence $u=F x+v \in \mathcal{L}_{2}[0, \infty)$. Again the mapping $v=u-F x$ between $v \in \mathcal{L}_{2}[0, \infty)$ and those $u \in \mathcal{L}_{2}[0, \infty)$ that make $z \in \mathcal{L}_{2}[0, \infty)$ and $x \in \mathcal{L}_{2}[0, \infty)$ is one to one and onto. Therefore,

$$
\min _{x \in \mathcal{L}_{2}[0, \infty)}\|z\|_{2}=\min _{v \in \mathcal{L}_{:}[0, \infty)}\|z\|_{2}
$$

Using the same technique as in the proof of the standard LQR problem, we have

$$
\|z\|_{2}^{2}=x_{0}^{*} X x_{0}+\|v\|_{2}^{2}
$$

And the unique optimal control is $v=0$, i.e., $u=F x$.

### 14.4 Guaranteed Stability Margins of LQR

Now we will consider the system described by equation (14.6) with the LQR control law $u=F x$. The closed-loop block diagram is as shown in Figure 14.1.

The following result is the key to stability margins of an LQR control law.
Lemma 14.5 Let $F=-\left(B_{2}^{*} X+D_{12}^{*} C_{1}\right)$ and define $G_{12}=D_{12}+C_{1}(s I-A)^{-1} B_{2}$. Then

$$
\left(I-B_{2}^{*}\left(-s I-A^{*}\right)^{-1} F^{*}\right)\left(I-F(s I-A)^{-1} B_{2}\right)=G_{12}^{\sim}(s) G_{12}(s)
$$



Figure 14.1: LQR closed-loop system

Proof. Note that the Riccati equation (14.9) can be written as

$$
X A+A^{*} X-F^{*} F+C_{1}^{*} C_{1}=0
$$

Add and subtract $s X$ to the equation to get

$$
-X(s I-A)-\left(-s I-A^{*}\right) X \cdots F^{*} F+C_{1}^{*} C_{1}=0
$$

Now multiply the above equation from the left $\mathrm{b}_{j} B_{2}^{*}\left(-s I-A^{*}\right)^{-1}$ and from the right by $(s I-A)^{-1} B_{2}$ to get

$$
\begin{aligned}
&-B_{2}^{*}\left(-s I-A^{*}\right)^{-1} X B_{2}-B_{2}^{*} X(s I-A)^{-1} B_{2}-B_{2}^{*}\left(-s I-A^{*}\right)^{-1} F^{*} F(s I-A)^{-1} B_{2} \\
&+B_{2}^{*}\left(-s I-A^{*}\right)^{-1} C_{1}^{*} C_{1}(s I-A)^{-1} B_{2}=0
\end{aligned}
$$

Using $-B_{2}^{*} X=F+D_{12}^{*} C_{1}$ in the above equation, we have

$$
\begin{gathered}
B_{2}^{*}\left(-s I-A^{*}\right)^{-1} F^{*}+F(s I-A)^{-1} B_{2}-B_{2}^{*}\left(-s I-A^{*}\right)^{-1} F^{*} F(s I-A)^{-1} B_{2} \\
+ \\
+B_{2}^{*}\left(-s I-A^{*}\right)^{-1} C_{1}^{*} D_{12}+D_{12}^{*} C_{1}(s I-A)^{-1} B_{2} \\
\quad+B_{2}^{*}\left(-s I-A^{*}\right)^{-1} C_{1}^{*} C_{1}(s I-A)^{-1} B_{2}=0
\end{gathered}
$$

Then the result follows from completing the square and from the fact that $D_{12}^{*} D_{12}=I$.

Corollary 14.6 Suppose $D_{12}^{*} C_{1}=0$. Then
$\left(I-B_{2}^{*}\left(-s I-A^{*}\right)^{-1} F^{*}\right)\left(I-F(s I-A)^{-1} B_{2}\right)=I+B_{2}^{*}\left(-s I-A^{*}\right)^{-1} C_{1}^{*} C_{1}(s I-A)^{-1} B_{2}$.
In particular,

$$
\begin{equation*}
\left(I-B_{2}^{*}\left(-j \omega I-A^{*}\right)^{-1} F^{*}\right)\left(I-F(j \omega I-A)^{-1} B_{2}\right) \geq I \tag{14.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(I+B_{2}^{*}\left(-j \omega I-A^{*}-F^{*} B_{2}^{*}\right)^{-1} F^{*}\right)\left(I+F\left(j \omega I-A-B_{2} F\right)^{-1} B_{2}\right) \leq I . \tag{14.15}
\end{equation*}
$$

Note that the inequality (14.15) follows from taking the inverse of inequality (14.14).
Define $G(s)=-F(s I-A)^{-1} B_{2}$ and assume for the moment that the system is single input. Then the inequality (14.14) shows that the open-loop Nyquist diagram of the system $G(s)$ in Figure 14.1 never enters the unit disk centered at $(-1,0)$ of the complex plane. Hence the system has at least the following stability margins:

$$
k_{\min } \leq \frac{1}{2}, \quad k_{\max }=\infty, \quad \phi_{\min } \leq-60^{\circ}, \quad \phi_{\max } \geq 60^{\circ}
$$

i.e., the system has at least a $6 d B(=20 \log 2)$ gain margin and a $60^{\circ}$ phase margin in both directions. A similar interpretation may be generalized to multiple input systems.

Next, it is noted that the inequality (14.15) can also be given some robustness interpretation. In fact, it implies that the closed-loop system in Figure 14.1 is stable even if the open-loop system $G(s)$ is perturbed additively by a $\Delta \in \mathcal{R} \mathcal{H}_{\infty}$ as long as $\|\Delta\|_{\infty}<1$. This can be seen from the following block diagram and small gain theorem where the transfer matrix from $w$ to $z$ is exactly $I+F\left(j \omega I-A-B_{2} F\right)^{-1} B_{2}$.


### 14.5 Standard $\mathcal{H}_{2}$ Problem

The system considered in this section is described by the following standard block diagram:


The realization of the transfer matrix $G$ is taken to be of the form

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & 0 & D_{12} \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

Notice the special off-diagonal structure of $D: D_{22}$ is assumed to be zero so that $G_{22}$ is strictly proper ${ }^{1}$; also, $D_{11}$ is assumed to be zero in order to guarantee that the $\mathcal{H}_{2}$ problem properly posed. ${ }^{2}$ The case for $D_{11} \neq 0$ will be discussed in Section 14.7.

The following additional assumptions are mate for the output feedback $\mathcal{H}_{2}$ problem in this chapter:
(i) $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable;
(ii) $D_{12}$ has full column rank with $\left[\begin{array}{ll}D_{12} & D_{\perp}\end{array}\right]$ unitary, and $D_{21}$ has full row rank with $\left[\begin{array}{c}D_{21} \\ \tilde{D}_{\perp}\end{array}\right]$ unitary;
(iii) $\left[\begin{array}{cc}A-j \omega I & B_{2} \\ C_{1} & D_{12}\end{array}\right]$ has full column rank for all $\omega$;
(iv) $\left[\begin{array}{cc}A-j \omega I & B_{1} \\ C_{2} & D_{21}\end{array}\right]$ has full row rank for all $\omega$.

The first assumption is for the stabilizability of $G$ by output feedback, and the third and the fourth assumptions together with the first guarantee that the two Hamiltonian matrices associated with the $\mathcal{H}_{2}$ problem below belong to dom (Ric). The rank assumptions (ii) guarantee that the $\mathcal{H}_{2}$ optimal control problem is nonsingular, while the unitary assumptions are made for the simplicity of the final solution; they are not restrictions (see e.g., Chapter 17).
$\mathcal{H}_{2}$ Problem The $\mathcal{H}_{2}$ control problem $\therefore$ to find a proper, real-rational controller $K$ which stabilizes $G$ internally and minimizes the $\mathcal{H}_{2}$-norm of the transfer matrix $T_{z w}$ from $w$ to $z$.

In the following discussions we shall assume that we have state models of $G$ and $K$. Recall that a controller is said to be admissible if it is internally stabilizing and proper.

We now state the solution of the problem and then take up its derivation in the next several sections. By Corollary 13.10 the two Harailtonian matrices

$$
\begin{aligned}
H_{2} & :=\left[\begin{array}{cc}
A & 0 \\
-C_{1}^{*} C_{1} & -A^{*}
\end{array}\right]-\left[\begin{array}{c}
B_{2} \\
-C_{1}^{*} D_{12}
\end{array}\right]\left[\begin{array}{ll}
D_{12}^{*} C_{1} & B_{2}^{*}
\end{array}\right] \\
J_{2} & :=\left[\begin{array}{cc}
A^{*} & 0 \\
-B_{1} B_{1}^{*} & -A
\end{array}\right]-\left[\begin{array}{c}
C_{2}^{*} \\
-B_{1} D_{21}^{*}
\end{array}\right]\left[\begin{array}{ll}
D_{21} B_{1}^{*} & C_{2}
\end{array}\right]
\end{aligned}
$$

[^16]belong to $\operatorname{dom}(\operatorname{Ric})$, and, moreover, $X_{2}:=\operatorname{Ric}\left(H_{2}\right) \geq 0$ and $Y_{2}:=\operatorname{Ric}\left(J_{2}\right) \geq 0$. Define
$$
F_{2}:=-\left(B_{2}^{*} X_{2}+D_{12}^{*} C_{1}\right), \quad L_{2}:=-\left(Y_{2} C_{2}^{*}+B_{1} D_{21}^{*}\right)
$$
and
\[

$$
\begin{gathered}
A_{F_{2}}:=A+B_{2} F_{2}, \quad C_{1 F_{2}}:=C_{1}+D_{12} F_{2} \\
A_{L_{2}}:=A+L_{2} C_{2}, \quad B_{1 L_{2}}:=B_{1}+L_{2} D_{21} \\
\hat{A}_{2}:=A+B_{2} F_{2}+L_{2} C_{2} \\
G_{c}(s):=\left[\begin{array}{c|c}
A_{F_{2}} & I \\
\hline C_{1 F_{2}} & 0
\end{array}\right], \quad G_{f}(s):=\left[\begin{array}{c|c}
A_{L_{2}} & B_{1 L_{2}} \\
\hline I & 0
\end{array}\right] .
\end{gathered}
$$
\]

Theorem 14.7 There exists a unique optimal controller

$$
K_{o p t}(s):=\left[\begin{array}{c|c}
\hat{A}_{2} & -L_{2} \\
\hline F_{2} & 0
\end{array}\right]
$$

Moreover, $\min \left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c} B_{1}\right\|_{2}^{2}+\left\|F_{2} G_{f}\right\|_{2}^{2}=\left\|G_{c} L_{2}\right\|_{2}^{2}+\left\|C_{1} G_{f}\right\|_{2}^{2}$.

The controller $K_{o p t}$ has the well-known separation structure, which will be discussed in more detail in Section 14.9. For comparison with the $\mathcal{H}_{\infty}$ results, it is useful to describe all suboptimal controllers.

Theorem 14.8 The family of all admissible controllers such that $\left\|T_{z w}\right\|_{2}<\gamma$ equals the set of all transfer matrices from $y$ to $u$ in


$$
M_{2}(s)=\left[\begin{array}{c|cc}
\hat{A}_{2} & -L_{2} & B_{2} \\
\hline F_{2} & 0 & I \\
-C_{2} & I & 0
\end{array}\right]
$$

where $Q \in \mathcal{R} \mathcal{H}_{2},\|Q\|_{2}^{2}<\gamma^{2}-\left(\left\|G_{c} B_{1}\right\|_{2}^{2}+\left\|F_{2} G_{f}\right\|_{2}^{2}\right)$.

Thus, the suboptimal controllers are parameterized by a fixed (independent of $\gamma$ ) linear-fractional transformation with a free parameter $Q$. With $Q=0$, we recover $K_{\text {opt }}$. It is worth noting that the parameterization in Theorem 14.8 makes $T_{z w}$ affine in $Q$ and yields the Youla parameterization of all stabilizing controllers when the conditions on $Q$ are replaced by $Q \in \mathcal{R} \mathcal{H}_{\infty}$.

### 14.6 Optimal Controlled System

In this section, we look at the controller,

$$
K(s)=\mathcal{F}_{\ell}\left(M_{2}, Q\right), \quad Q \in \mathcal{R} \mathcal{H}_{\infty}
$$

connected to $G$. (Keep in mind that all admissibe controllers are parameterized by the above formula). We will give a brief analysis of the closed-loop system. It will be seen that a direct consequence from this analysis is the results of Theorem 14.7 and 14.8 . The proof given here is not our emphasis. The reason is that this approach does not generalize nicely to other control problems and is often very involved. An alternative proof will be given in the later part of this chapter by using the FI and OE results discussed in section 14.8 and the separation argument. The idea of separation is the main theme for synthesis. We shall now analyze the system structure under the control of a such controller. In particular, we will compute explicitly $\left\|T_{z w}\right\|_{2}^{2}$.

Consider the following system diagram with controller $K(s)=\mathcal{F}_{\ell}\left(M_{2}, Q\right)$ :


Then $T_{z w}=\mathcal{F}_{\ell}(N, Q)$ with

$$
N=\left[\begin{array}{cc|cc}
A_{F_{2}} & -B_{2} F_{2} & B_{1} & B_{2} \\
0 & A_{L_{2}} & B_{1 L_{2}} & 0 \\
\hline C_{1 F_{2}} & -D_{12} F_{2} & 0 & D_{12} \\
0 & C_{2} & D_{21} & 0
\end{array}\right]
$$

Define

$$
U=\left[\begin{array}{c|c}
A_{F_{2}} & B_{2} \\
\hline C_{1 F_{2}} & D_{12}
\end{array}\right], \quad V=\left[\begin{array}{c|c}
A_{L_{2}} & B_{1 L_{2}} \\
\hline C_{2} & D_{21}
\end{array}\right]
$$

We have

$$
T_{z w}=G_{c} B_{1}-U F_{2} C_{f}^{\prime}+U Q V .
$$

It follows from Lemma 14.3 that $G_{c} B_{1}$ and $U$ are orthogonal. Thus

$$
\left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c} B_{1}\right\|_{2}^{2}+\left\|U F_{2} G_{f}-U Q V\right\|_{2}^{2}=\left\|G_{c} B_{1}\right\|_{2}^{2}+\left\|F_{2} G_{f}-Q V\right\|_{2}^{2}
$$

It can also be shown easily by duality that $G_{f}$ and $V$ are orthogonal, i.e., $G_{f} V^{\sim} \in \mathcal{R} \mathcal{H}_{2}^{\perp}$, and $V$ is a co-inner, so we have

$$
\left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c} B_{1}\right\|_{2}^{2}+\left\|F_{2} G_{f}-Q V\right\|_{2}^{2}=\left\|G_{c} B_{1}\right\|_{2}^{2}+\left\|F_{2} G_{f}\right\|_{2}^{2}+\|Q\|_{2}^{2}
$$

This shows clearly that $Q=0$ gives the unique optimal control, so $K=\mathcal{F}_{\ell}\left(M_{2}, 0\right)$ is the unique optimal controller. Note also that $\left\|T_{z w}\right\|_{2}$ is finite if and only if $Q \in \mathcal{R} \mathcal{H}_{2}$. Hence Theorem 14.7 and 14.8 follow easily.

It is interesting to examine the structure of $G_{c}$ and $G_{f}$. First of all the transfer matrix $G_{c}$ can be represented as a fixed system with the feedback matrix $F_{2}$ wrapped around it:

$F_{2}$ is, in fact, an optimal LQR controller and minimizes the $\mathcal{H}_{2}$ norm of $G_{c}$. Similarly, $G_{f}$ can be represented as

and $L_{2}$ minimizes the $\mathcal{H}_{2}$ norm of $G_{f}$ and solves a special filtering problem.

## 14.7 $\quad \mathcal{H}_{2}$ Control with Direct Disturbance Feedforward*

Let us consider the generalized system structure again with $D_{11}$ not necessarily zero:

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

We shall consider the following question: what will happen and under what condition will the $\mathcal{H}_{2}$ optimal control problem make sense i $D_{11} \neq 0$ ?

Recall that $\mathcal{F}_{\ell}\left(M_{2}, Q\right)$ with $Q \in \mathcal{R} \mathcal{H}_{\infty}$ parameterizes all stabilizing controllers for $G$ regardless of $D_{11}=0$ or not. Now again conside: the closed loop transfer matrix with the controller $K=\mathcal{F}_{\ell}\left(M_{2}, Q\right)$; then

$$
T_{z w}=G_{c} B_{1}-U F_{2} G_{f}+U Q V+D_{11}
$$

and

$$
T_{z w}(\infty)=D_{12} Q(\infty) J_{21}+D_{11}
$$

Hence the $\mathcal{H}_{2}$ optimal control problem will make sense, i.e., having finite $\mathcal{H}_{2}$ norm, if and only if there is a constant $Q(\infty)$ such that

$$
D_{12} Q(\infty) D_{21}+D_{11}=0
$$

This requires that

$$
Q(\infty)=-D_{12}^{*} D_{11} D_{21}^{*}
$$

and that

$$
\begin{equation*}
-D_{12} D_{12}^{*} D_{11} D_{21}^{*} D_{21}+D_{11}=0 \tag{14.16}
\end{equation*}
$$

Note that the equation (14.16) is a very restricti;e condition. For example, suppose

$$
D_{12}=\left[\begin{array}{l}
0 \\
I
\end{array}\right], \quad D_{21}=\left[\begin{array}{ll}
0 & I
\end{array}\right]
$$

and $D_{11}$ is partitioned accordingly

$$
D_{11}=\left[\begin{array}{ll}
D_{1111} & I_{1112} \\
D_{1121} & I_{1122}
\end{array}\right]
$$

Then equation (14.16) implies that

$$
\left[\begin{array}{cc}
D_{1111} & D_{1112} \\
D_{1121} & 0
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
$$

and that $Q(\infty)=-D_{1122}$. So only $D_{1122}$ can le nonzero for a sensible $\mathcal{H}_{2}$ problem. Hence from now on in this section we shall as -ume that (14.16) holds and denotes $D_{K}:=-D_{12}^{*} D_{11} D_{21}^{*}$. To find the optimal control law for the system $G$ with $D_{11} \neq 0$, let us consider the following system configuration:


Then

$$
\hat{G}=\left[\begin{array}{c|cc}
A+B_{2} D_{K} C_{2} & B_{1}+B_{2} D_{K} D_{21} & B_{2} \\
\hline C_{1}+D_{12} D_{K} C_{2} & 0 & D_{12} \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

and

$$
K=D_{K}+\hat{K}
$$

It is easy to check that the system $\hat{G}$ satisfies all assumptions in Section 14.5 ; hence the controller formula in Section 14.5 can be used. A little bit of algebra will show that

$$
\hat{H}=\left[\begin{array}{c|c}
\hat{A}_{2}-B_{2} D_{K} C_{2} & -\left(L_{2}-B_{2} D_{K}\right) \\
\hline F_{2}-D_{K} C_{2} & 0
\end{array}\right]
$$

is the $\mathcal{H}_{2}$ optimal controller for $\hat{G}$. Hence the controller $K$ for the original system $G$ will be given by

$$
K=\left[\begin{array}{c|c}
\hat{A}_{2}-B_{2} D_{K} C_{2} & -\left(L_{2}-B_{2} D_{K}\right) \\
\hline F_{2}-D_{K} C_{2} & D_{K}
\end{array}\right]=\mathcal{F}_{\ell}\left(M_{2}, D_{K}\right)
$$

### 14.8 Special Problems

In this section we look at various $\mathcal{H}_{2}$-optimization problems from which the output feedback solutions of the previous sections will be constructed via a separation argument. All the special problems in this section are to find $K$ stabilizing $G$ and minimizing the $\mathcal{H}_{2}$-norm from $w$ to $z$ in the standard setup, but with different structures for $G$. As
in Chapter 12, we shall call these special problims, respectively, state feedback (SF), output injection (OI), full information (FI), full control (FC), disturbance feedforward (DF), and output estimation (OE). OI, FC, anc OE are natural duals of SF, FI, and DF, respectively. The output feedback solutions will be constructed out of the FI and OE results.

The special problems SF, OI, FI, and FC are not, strictly speaking, special cases of the output feedback problem since they do not satisfy all of the assumptions for output feedback (while DF and OE do). Each special problem inherits some of the assumptions (i)-(iv) from the output feedback as appropriate. The assumptions will be discussed in the subsections for each problem.

In each case, the results are summarized as a list of three items; (in all cases, $K$ must be admissible)

1. the minimum of $\left\|T_{z w}\right\|_{2}$;
2. the unique controller minimizing $\left\|T_{z w}\right\|_{2}$;
3. the family of all controllers such that $\left\|T_{i n}\right\|_{2}<\gamma$, where $\gamma$ is greater than the minimum norm.

Warning: we will be more specific below about what we mean about the uniqueness and all controllers in the second and third item. In particular, the controllers characterized here for SF, OI, FI and FC problems are neithe unique nor all-inclusive. This will be much clearer in section 14.8 .1 when we consider the state feedback problem. In that case we actually give a parameterization of all optimal controllers. Thus the unique controller is really not unique. We chose not to give the parameterization of all optimal controllers in this book since it is very messy, as can be seen in section 14.8.1, and not very useful. However, this problem will not occur in the general output feedback case including DF and OE problems.

### 14.8.1 State Feedback

Consider an open-loop system transfer matrix

$$
G_{S F}(s)=\left[\begin{array}{c|cc}
A & E_{1} & B_{2} \\
\hline C_{1} & \ddots & D_{12} \\
I & \ddots & 0
\end{array}\right]
$$

with the following assumptions:
(i) $\left(A, B_{2}\right)$ is stabilizable;
(ii) $D_{12}$ has full column rank with $\left[\begin{array}{cc}D_{12} & D_{\text {.. }}\end{array}\right]$ unitary;
(iii) $\left[\begin{array}{cc}A-j \omega I & B_{2} \\ C_{1} & D_{12}\end{array}\right]$ has full column rank for all $\omega$.

This is very much like the LQR problem except that we require from the start that $u$ be generated by state feedback and that the detectability of $\left(C_{1}, A\right)$ is not imposed since the controllers are restricted to providing internal stability. The controller is allowed to be dynamic, but it turns out that dynamics are not necessary.

## State Feedback:

1. $\min \left\|T_{z w}\right\|_{2}=\left\|G_{c} B_{1}\right\|_{2}=\left(\operatorname{trace}\left(B_{1}^{*} X_{2} B_{1}\right)\right)^{1 / 2}$
2. $K(s)=F_{2}$

Remark 14.3 The class of all suboptimal controllers for state feedback are messy and are not very useful in this book, so they are omitted, as are the OI problems.

Proof. Let $K$ be a stabilizing controller, $u=K(s) x$. Change control variables by defining $v:=u-F_{2} x$ and then write the system equations as

$$
\left[\begin{array}{c}
\dot{x} \\
z \\
v
\end{array}\right]=\left[\begin{array}{ccc}
A_{F_{2}} & B_{1} & B_{2} \\
C_{1 F_{2}} & 0 & D_{12} \\
\left(K-F_{2}\right) & 0 & 0
\end{array}\right]\left[\begin{array}{c}
x \\
w \\
v
\end{array}\right] .
$$

The block diagram is


Let $T_{v w}$ denote the transfer matrix from $w$ to $v$. Notice that $T_{v w} \in \mathcal{R} \mathcal{H}_{2}$ because $K$ stabilizes $G$. Then

$$
T_{z w}=G_{c} B_{1}+U T_{v w}
$$

where $U=\left[\begin{array}{c|c}A_{F_{2}} & B_{2} \\ \hline C_{1 F_{2}} & D_{12}\end{array}\right]$, and by Lemma $14.3 U$ is inner and $U^{\sim} G_{c}$ is in $\mathcal{R} \mathcal{H}_{2}^{\perp}$. We get

$$
\left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c} B_{1}\right\|_{2}^{2}+\left\|T_{v w}\right\|_{2}^{2}
$$

Thus min $\left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c} B_{1}\right\|_{2}^{2}$ and the minimum is achieved iff $T_{v w}=0$. Furthermore, $K=F_{2}$ is a controller achieving this minimum.

Note that the above proof actually yields a much stronger result than what is needed. The proof that the optimal $T_{v w}$ is $T_{v w}=0$ does not depend on the restriction that the controller measures just the state. We only require that the controller produce $v$ as a causal stable function $T_{v w}$ of $w$. This means that the optimal state feedback is also optimal for the full information problem as well

We now give some further explanation about the uniqueness of the optimal controller that we commented on before. The important observation for this issue is that the controllers making $T_{v w}=0$ are not unique. The controller given above, $F_{2}$, is only one of them. We will now try to find all of those controllers that stabilize the system and give $T_{v w}=0$.

Proposition 14.9 Let $V_{c}$ be a matrix whos: columns form a basis for KerB ${ }_{1}^{*}$ $\left(V_{c}^{*} B_{1}=0\right)$. Then all $\mathcal{H}_{2}$ optimal state feedback controllers can be parameterized as $K_{o p t}=\mathcal{F}_{\ell}\left(M_{s f}, \Theta\right)$ with $\Theta \in \mathcal{R} \mathcal{H}_{2}$ and

$$
M_{s f}=\left[\begin{array}{cc}
F_{2} & I \\
V_{c}^{*}\left(s I-A_{F_{2}}\right. & -V_{c}^{*} B_{2}
\end{array}\right]
$$

Proof. Since

$$
T_{v w}=\left(I-\left[\begin{array}{c|c}
A_{F_{2}} & B_{2} \\
\hline K-F_{2} & 0
\end{array}\right]\right)^{-3}\left[\begin{array}{c|c}
A_{F_{2}} & B_{1} \\
\hline K-F_{2} & 0
\end{array}\right]=0,
$$

we get

$$
\begin{equation*}
\left(K-F_{2}\right)\left(s I-A_{F_{2}}\right)^{-1} B_{1}=0 \tag{14.17}
\end{equation*}
$$

which is achieved if $K=F_{2}$. Clearly, this is the only solution if $B_{1}$ is square and nonsingular or if $K$ is restricted to be constant and ( $A_{F_{2}}, B_{1}$ ) is controllable.

To parameterize all optimal controllers, let

$$
P_{c}(s):=\left[\begin{array}{cc}
A_{F_{2}} & B_{2} \\
\hline I & 0
\end{array}\right]
$$

Then all state feedback controllers stabilizing $G$ can be parameterized as

$$
K(s)=F_{2}+\left(I+Q P_{c}\right)^{-1} Q, \quad Q(s) \in \mathcal{R} \mathcal{H}_{\infty}
$$

where $Q$ is free. Substitute $K$ in equation (14.17), and we get

$$
\begin{equation*}
Q(s)\left(s I-A_{F_{2}}\right)^{-1} B_{1}=0 \tag{14.18}
\end{equation*}
$$

Hence we have

$$
Q(s)\left(s I-A_{F_{2}}\right)^{-1}=\Theta(s) I_{r^{*}}^{*}, \quad \Theta(s) \in \mathcal{R} \mathcal{H}_{2}
$$

Thus all $Q(s) \in \mathcal{R} \mathcal{H}_{\infty}$ satisfying (14.18) can be written as

$$
\begin{equation*}
Q(s)=\Theta(s) V_{c}^{*}\left(s I-A_{F_{2}}\right), \quad \Theta(s) \in \mathcal{R} \mathcal{H}_{2} \tag{14.19}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
K_{o p t}(s) & =F_{2}+\left(I+\Theta(s) V_{c}^{*}\left(s I-A_{F_{2}}\right) P_{c}\right)^{-1} \Theta(s) V_{c}^{*}\left(s I-A_{F_{2}}\right) \\
& =F_{2}+\left(I+\Theta(s) V_{c}^{*} B_{2}\right)^{-1} \Theta(s) V_{c}^{*}\left(s I-A_{F_{2}}\right), \quad \Theta(s) \in \mathcal{R} \mathcal{H}_{2}
\end{aligned}
$$

parameterizes all optimal controllers.

### 14.8.2 Full Information and Other Special Problems

We shall consider the FI problem first.

$$
G_{F I}(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & 0 & D_{12} \\
{\left[\begin{array}{l}
I \\
0
\end{array}\right]} & {\left[\begin{array}{l}
0 \\
I
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
0
\end{array}\right]}
\end{array}\right]
$$

The assumptions relevant to the FI problem are the same as the state feedback problem. This is similar to the state feedback problem except that the controller now has more information $(w)$. However, as was pointed out in the discussion of the state feedback problem, this extra information is not used by the optimal controller.

## Full Information:

1. $\min \left\|T_{z w}\right\|_{2}=\left\|G_{c} B_{1}\right\|_{2}=\left(\operatorname{trace}\left(B_{1}^{*} X_{2} B_{1}\right)\right)^{1 / 2}$
2. $K(s)=\left[\begin{array}{ll}F_{2} & 0\end{array}\right]$
3. $K(s)=\left[F_{2} Q(s)\right]$, where $Q \in \mathcal{R} \mathcal{H}_{2},\|Q\|_{2}^{2}<\gamma^{2}-\left\|G_{c} B_{1}\right\|_{2}^{2}$

Proof. Items 1 and 2 follow immediately from the proof of the state feedback results because the argument that $T_{v w}=0$ did not depend on the restriction to state feedback only. Thus we only need to prove item 3 . Let $K$ be an admissible controller such that $\left\|T_{z w}\right\|_{2}<\gamma$. As in the SF proof, define a new control variable $v=u-F_{2} x$; then the closed-loop system is as shown below

with

$$
\tilde{G}_{F I}=\left[\begin{array}{c|cc}
A_{F_{2}} & B_{1} & B_{2} \\
\hline C_{1 F_{2}} & 0 & D_{12} \\
{\left[\begin{array}{l}
I \\
0
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
I
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
0
\end{array}\right]}
\end{array}\right], \quad \tilde{K}=K-\left[\begin{array}{ll}
F_{2} & 0
\end{array}\right]
$$

Denote by $Q$ the transfer matrix from $w$ to $v$; it belongs to $\mathcal{R H}_{2}$ by internal stability and the fact that $D_{12}$ has full column rank and $T_{z w}$ with $z=C_{1 F_{2}} x+D_{12} Q w$ has finite $\mathcal{H}_{2}$ norm. Then $u=F_{2} x+v=F_{2} x+Q w=\left[\begin{array}{ll}F_{2} & Q\end{array}\right] y$ so $K=\left[\begin{array}{ll}F_{2} & Q\end{array}\right]$, and $\left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c} B_{1}+U Q\right\|_{2}^{2}=\left\|G_{c} B_{1}\right\|_{2}^{2}+\|Q\|_{2}^{2}$; hence,

$$
\|Q\|_{2}^{2}=\left\|T_{z w}\right\|_{2}^{2}-\left\|G_{c} B_{1}\right\|_{2}^{2}<\gamma^{2}-\left\|G_{c} B_{1}\right\|_{2}^{2}
$$

Likewise, one can show that every controller of the form given in item no. 3 is admissible and suboptimal.

The results for DF, OI, FC, and OE follow fom the parallel development of Chapter 12 .

## Disturbance Feedforward:

$$
G_{D F}(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & 0 & D_{12} \\
C_{2} & ! & 0
\end{array}\right]
$$

This problem inherits the same assumptions (i,--(iii) as in the state feedback problem, in addition to the stability condition of $A-B_{1} C_{2}$.

1. $\min \left\|T_{z w}\right\|_{2}=\left\|G_{c} B_{1}\right\|_{2}$
2. $K(s)=\left[\begin{array}{c|c}A+B_{2} F_{2}-B_{1} C_{2} & B_{1} \\ \hline F_{2} & 0\end{array}\right]$
3. the set of all transfer matrices from $y$ to $\because:$ in


$$
\left.M_{2 D}(s)=\begin{array}{c|cc}
-A+B_{2} F_{2}-B_{1} C_{2} & B_{1} & B_{2} \\
\hline F_{2} & 0 & I \\
-C_{2} & I & 0
\end{array}\right]
$$

where $Q \in \mathcal{R} \mathcal{H}_{2},\|Q\|_{2}^{2}<\gamma^{2}-\left\|G_{c} B_{1}\right\|_{2}^{2}$

## Output Injection:

$$
G_{O I}(s)=\left[\begin{array}{c|cc}
A & B_{1} & I \\
\hline C_{1} & 0 & 0 \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

with the following assumptions:
(i) $\left(C_{2}, A\right)$ is detectable;
(ii) $D_{21}$ has full row rank with $\left[\begin{array}{c}D_{21} \\ \tilde{D}_{\perp}\end{array}\right]$ unitary;
(iii) $\left[\begin{array}{cc}A-j \omega I & B_{1} \\ C_{2} & D_{21}\end{array}\right]$ has full row rank for all $\omega$.

1. $\min \left\|T_{z w}\right\|_{2}=\left\|C_{1} G_{f}\right\|_{2}=\left(\operatorname{trace}\left(C_{1} Y_{2} C_{1}^{*}\right)\right)^{1 / 2}$
2. $K(s)=\left[\begin{array}{c}L_{2} \\ 0\end{array}\right]$

## Full Control:

$G_{F C}(s)=\left[\begin{array}{c|c|cc}A & B_{1} & {\left[\begin{array}{ll}I & 0 \\ \hline C_{1} & 0 \\ C_{2} & D_{21}\end{array} \begin{array}{ll}0 & I \\ 0 & 0\end{array}\right]}\end{array}\right]$
with the same assumptions as an output injection problem.

1. $\min \left\|T_{z w}\right\|_{2}=\left\|C_{1} G_{f}\right\|_{2}=\left(\operatorname{trace}\left(C_{1} Y_{2} C_{1}^{*}\right)\right)^{1 / 2}$
2. $K(s)=\left[\begin{array}{c}L_{2} \\ 0\end{array}\right]$
3. $K(s)=\left[\begin{array}{c}L_{2} \\ Q(s)\end{array}\right]$, where $Q \in \mathcal{R} \mathcal{H}_{2},\|Q\|_{2}^{2}<\gamma^{2}-\left\|C_{1} G_{f}\right\|_{2}^{2}$

## Output Estimation:

$$
G_{O E}(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & 0 & I \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

The assumptions are taken to be those in the output injection problem plus an additional assumption that $A-B_{2} C_{1}$ is stable.

1. $\min \left\|T_{z w}\right\|_{2}=\left\|C_{1} G_{f}\right\|_{2}$
2. $K(s)=\left[\begin{array}{c|c}A+L_{2} C_{2}-B_{2} C_{1} & L_{2} \\ \hline C_{1} & 0\end{array}\right]$
3. the set of all transfer matrices from $y$ to $u$ in


$$
M_{2 O}(s)=\left[\begin{array}{c|cc}
A+L_{2} C_{2}-B_{2} C_{1} & L_{2} & -B_{2} \\
\hline C_{1} & 0 & I \\
C_{2} & I & 0
\end{array}\right]
$$

where $Q \in \mathcal{R H}_{2},\|Q\|_{2}^{2}<\gamma^{2}-\left\|C_{1} G_{f}\right\|_{2}^{2}$

### 14.9 Separation Theory

Given the results for the special problems, we can now prove Theorem 14.7 using separation arguments. This essentially involves reducing the output feedback problem to a combination of the Full Information and the Output Estimation problems.

### 14.9.1 $\mathcal{H}_{2}$ Controller Structure

Recall that the unique $\mathcal{H}_{2}$ optimal controller is

$$
K_{2}(s):=\left[\begin{array}{c|c}
\hat{A}_{2} & -L_{2} \\
\hline F_{2} & 0
\end{array}\right]=\left[\begin{array}{c|c}
1+B_{2} F_{2}+L_{2} C_{2} & Y_{2} C_{2}^{*} \\
\hline-B_{2}^{*} X_{2} & 0
\end{array}\right]
$$

and

$$
\min \left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c} B_{1}\right\|_{2}^{2}+\left\|F_{2} G_{f}\right\|_{2}^{2}
$$

where $X_{2}:=\operatorname{Ric}\left(H_{2}\right)$ and $Y_{2}:=\operatorname{Ric}\left(J_{2}\right)$ and the min is over all stabilizing controllers. Note that $F_{2}$ is the optimal state feedback in the Full Information problem and $L_{2}$ is the optimal output injection in the Full Control cas. The well-known separation property of the $\mathcal{H}_{2}$ solution is reflected in the fact that $K_{0}$ is exactly the optimal output estimate of $F_{2} x$ and can be obtained by setting $C_{1}=F_{2}$ in OE.2. Also, the minimum cost is the sum of the FI cost (FI.1) and the OE cost for estimating $F_{2} x$ (OE.1).

The controller equations can be written in standard observer form as

$$
\begin{aligned}
\dot{\hat{x}} & =A \hat{x}+B_{2} u+t_{2}\left(C_{2} \hat{x}-y\right) \\
u & =F_{2} \hat{x}
\end{aligned}
$$

where $\ddot{x}$ is the optimal estimate of $x$.

### 14.9.2 Proof of Theorem 14.7

As before we define a new control variable, $v:=u-F_{2} x$, and the transfer function to $z$ becomes

$$
z=\left[\begin{array}{c|cc}
A_{F_{2}} & B_{1} & B_{2}  \tag{14.20}\\
\hline C_{1 F_{2}} & 0 & D_{12}
\end{array}\right]\left[\begin{array}{c}
w \\
v
\end{array}\right]=G_{c} B_{1} w+U v
$$

where $G_{c}(s):=\left[\begin{array}{c|c}A_{F_{2}} & I \\ \hline C_{1 F_{2}} & 0\end{array}\right]$ and $U(s):=\left[\begin{array}{c|c}A_{F_{2}} & B_{2} \\ \hline C_{1 F_{2}} & D_{12}\end{array}\right]$. Furthermore, $U$ is inner (i.e., $U^{\sim} U=I$ ) and $U^{\sim} G_{c}$ belongs to $\mathcal{R} \mathcal{H}_{2}^{\perp}$ from Lemma 14.3.

Let $K$ be any admissible controller and notice how $v$ is generated:


$$
G_{v}=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline-F_{2} & 0 & I \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

Note that $K$ stabilizes $G$ iff $K$ stabilizes $G_{v}$ (the two closed-loop systems have identical A-matrices) and that $G_{v}$ has the form of the Output Estimation problem. From (14.20) and the properties of $U$ we have that

$$
\begin{equation*}
\min \left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c} B_{1}\right\|_{2}^{2}+\min \left\|T_{v w}\right\|_{2}^{2} \tag{14.21}
\end{equation*}
$$

But from item OE.2, $\left\|T_{v w}\right\|_{2}$ is minimized by the controller

$$
\left[\begin{array}{c|c}
A+B_{2} F_{2}+L_{2} C_{2} & -L_{2} \\
\hline F_{2} & 0
\end{array}\right],
$$

and then from OE. $1 \mathrm{~min}\left\|T_{v w}\right\|_{2}=\left\|F_{2} G_{f}\right\|_{2}$.

### 14.9.3 Proof of Theorem 14.8

Continuing with the development in the previous proof, we see that the set of all suboptimal controllers equals the set of all $K$ 's such that $\left\|T_{v w}\right\|_{2}^{2}<\gamma^{2}-\left\|G_{c} B_{1}\right\|_{2}^{2}$. Apply item OE. 3 to get that such $K$ 's are parameterized by


$$
M_{2}(s)=\left[\begin{array}{c|cc}
\hat{A}_{2} & -L_{2} & B_{2} \\
\hline F_{2} & 0 & I \\
-C_{2} & I & 0
\end{array}\right]
$$

with $Q \in \mathcal{R} \mathcal{H}_{2},\|Q\|_{2}^{2}<\gamma^{2}-\left\|G_{c} B_{1}\right\|_{2}^{2}-\left\|F_{2} G_{f}\right\|_{2}^{2}$.

### 14.10 Stability Margins of $\mathcal{H}_{2}$ Controllers

We have shown that the system with LQR controller has at least $60^{\circ}$ phase margin and $6 d B$ gain margin. However, it is not clear whether these stability margins will be preserved if the states are not available and the output feedback $\mathcal{H}_{2}$ (or LQG) controller has to be used. The answer is provided here through a counterexample from Doyle [1978]: there are no guaranteed stability margins for a $\mathcal{H}_{2}$ controller.

Consider a single input and single output two state generalized dynamical system:

$$
G(s)=\left[\begin{array}{c|cc}
{\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]} & {\left[\begin{array}{cc}
\sqrt{\sigma} & 0 \\
\sqrt{\sigma} & 0
\end{array}\right]} & {\left[\begin{array}{l}
0 \\
1
\end{array}\right]} \\
\hline\left[\begin{array}{cc}
\sqrt{q} & \sqrt{q} \\
0 & 0
\end{array}\right] & 0 & {\left[\begin{array}{l}
0 \\
1
\end{array}\right]} \\
{\left[\begin{array}{ll}
1 & 0
\end{array}\right]} & {\left[\begin{array}{ll}
0 & 1
\end{array}\right]} & 0
\end{array}\right]
$$

It can be shown analytically that

$$
X_{2}=\left[\begin{array}{cc}
2 \alpha & \alpha \\
\alpha & \alpha
\end{array}\right], \quad Y_{2}=\left[\begin{array}{cc}
2 \beta & \beta \\
\beta & \beta
\end{array}\right]
$$

and

$$
F_{2}=-\alpha\left[\begin{array}{ll}
1 & 1
\end{array}\right], \quad I_{2}=-\beta\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

where

$$
\alpha=2+\sqrt{4+q}, \quad \beta==2+\sqrt{4+\sigma} .
$$

Then the optimal output $\mathcal{H}_{2}$ controller is given by

$$
K_{o p t}=\left[\begin{array}{cc|c}
1-\beta & 1 & \beta \\
-(\alpha+\beta) & 1-\alpha & \beta \\
\hline-\alpha & -\alpha & 0
\end{array}\right]
$$

Suppose that the resulting closed-loop controller (or plant $G_{22}$ ) has a scalar gain $k$ with a nominal value $k=1$. Then the controller implemented in the system is actually

$$
K=k K_{o_{i} t}
$$

and the closed-loop system $A$-matrix becomes

$$
\tilde{A}=\left[\begin{array}{cccc}
1 & 1 & 0 & 0 \\
0 & 1 & -k \alpha & -k \alpha \\
\beta & 0 & 1-\beta & 1 \\
\beta & 0 & -\alpha-\beta & 1-\alpha
\end{array}\right]
$$

It can be shown that the characteristic polynomial has the form

$$
\operatorname{det}(s I-\tilde{A})=a_{4} s^{4}+a_{3} s^{3}+a_{2} s^{2}+a_{1} s+a_{0}
$$

with

$$
a_{1}=\alpha+\beta-4+2(k-1) \alpha \beta, \quad a_{0}=1+(1-k) \alpha \beta .
$$

Note that for closed-loop stability it is necessary to have $a_{0}>0$ and $a_{1}>0$. Note also that $a_{0} \approx(1-k) \alpha \beta$ and $a_{1} \approx 2(k-1) \alpha \beta$ for sufficiently large $\alpha$ and $\beta$ if $k \neq 1$. It is easy to see that for sufficiently large $\alpha$ and $\beta$ (or $q$ and $\sigma$ ), the system is unstable for arbitrarily small perturbations in $k$ in either direction. Thus, by choice of $q$ and $\sigma$, the gain margins may be made arbitrarily small.

It is interesting to note that the margins deteriorate as control weight $(1 / q)$ gets small (large $q$ ) and/or system driving noise gets large (large $\sigma$ ). In modern control folklore, these have often been considered ad hoc means of improving sensitivity.

It is also important to recognize that vanishing margins are not only associated with open-loop unstable systems. It is easy to construct minimum phase, open-loop stable counterexamples for which the margins are arbitrarily small.

The point of these examples is that $\mathcal{H}_{2}$ (LQG) solutions, unlike LQR solutions, provide no global system-independent guaranteed robustness properties. Like their more classical colleagues, modern LQG designers are obliged to test their margins for each specific design.

It may, however, be possible to improve the robustness of a given design by relaxing the optimality of the filter (or FC controller) with respect to error properties. A successful approach in this direction is the so called LQG loop transfer recovery (LQG/LTR) design technique. The idea is to design a filtering gain (or FC control law) in such way so that the LQG (or $\mathcal{H}_{2}$ ) control law will approximate the loop properties of the regular LQR control. This will not be explored further here; interested reader may consult related references.

### 14.11 Notes and References

The detailed treatment of $\mathcal{H}_{2}$ related theory, LQ optimal control, Kalman filtering, etc., can be found in Anderson and Moore [1990] or Kwakernaak and Sivan [1972].


## Linear Quadratic Optimization

This chapter considers time domain characterizations of Hankel operators and Toeplitz operators by means of some related quadratic optimizations. These characterizations will be used to prove a max-min problem which is the key to the $\mathcal{H}_{\infty}$ theory considered in the next chapter.

### 15.1 Hankel Operators

Let $G(s)$ be a stable real rational transfer matrix with a state space realization

$$
\begin{align*}
\dot{x} & =A x+B w \\
z & =C x+D w . \tag{15.1}
\end{align*}
$$

Consider first the problem of using an input $w \in \mathcal{L}_{2-}$ to maximize $\left\|P_{+} z\right\|_{2}^{2}$. This is exactly the standard problem of computing the Hankel norm of $G$, i.e., the induced norm of the Hankel operator

$$
P_{+} M_{G}: \mathcal{H}_{2}^{\perp} \rightarrow \mathcal{H}_{2}
$$

and the norm can be expressed in terms of the controllability Gramian $L_{c}$ and observability Gramian $L_{o}$ :

$$
A L_{c}+L_{c} A^{*}+B B^{*}=0 \quad A^{*} L_{o}+L_{o} A+C^{*} C=0
$$

Although this result is well-known, we will include a time-domain proof similar in technique to the proofs of the optimal $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ control results.

Lemma $15.1 \inf _{w \in \mathcal{L}_{2-}}\left\{\|w\|_{2}^{2} \mid x(0)=x_{0}\right\}=x_{0}^{*} y_{0}$ where $y_{0}$ solves $L_{c} y_{0}=x_{0}$.

Proof. Assume $(A, B)$ is controllable; otherwise, factor out the uncontrollable subspace. Then $L_{c}$ is invertible and $y_{0}=L_{c}^{-1} x_{0}$. Moreover, $w \in \mathcal{L}_{2-}$ can be used to produce any $x(0)=x_{0}$ given $x(-\infty)=0$. We need to show

$$
\begin{equation*}
\inf _{w \in \mathcal{L}_{2-}}\left\{\|w\|_{2}^{2} \mid x(0)=x_{0}\right\}=x_{0}^{*} L_{c}^{-1} x_{0} \tag{15.2}
\end{equation*}
$$

To show this, we can differentiate $x(t)^{*} L_{c}^{-1} x(t)$ along the solution of (15.1) for any given input $w$ as follows:

$$
\frac{d}{d t}\left(x^{*} L_{c}^{-1} x\right)=\dot{x}^{*} L_{c}^{-1} x+x^{*} L_{c}^{-1} \dot{x}=x^{*}\left(A^{*} L_{c}^{-1}+L_{c}^{-1} A\right) x+2\left\langle w, B^{*} L_{c}^{-1} x\right\rangle
$$

Using $L_{c}$ equation to substitute for $A^{*} L_{c}^{-1}+L_{c}^{-1} A$ and completion of the squares gives

$$
\frac{d}{d t}\left(x^{*} L_{c}^{-1} x\right)=\|w\|^{2}-\left\|w-B^{*} L_{c}^{-1} x\right\|^{2}
$$

Integration from $t=-\infty$ to $t=0$ with $x(-\infty)=0$ and $x(0)=x_{0}$ gives

$$
x_{0}^{*} L_{c}^{-1} x_{0}=\|w\|_{2}^{2}-\left\|w-B^{*} L_{c}^{-1} x\right\|_{2}^{2} \leq\|w\|_{2}^{2}
$$

If $w(t)=B^{*} e^{-A^{*} t} L_{c}^{-1} x_{0}=B^{*} L_{c}^{-1} e^{\left(A+B B^{*} l_{c}^{-1}\right) t} x_{0}$ on $(-\infty, 0]$, then $w \in \mathcal{L}_{2-}$, $w=B^{*} L_{c}^{-1} x$ and equality is achieved, thus proving (15.2).

Lemma $15.2 \sup _{w \in \mathcal{B} \mathcal{L}_{2-}}\left\|P_{+} z\right\|_{2}^{2}=\sup _{w \in \mathcal{B} \mathcal{H}_{2}^{\perp}}\left\|P_{+} M_{G} w\right\|_{2}^{2}=\rho\left(L_{o} L_{c}\right)$.
Proof. Given $x(0)=x_{0}$ and $w=0$, for $t \geq 0$ the norm of $z(t)=C e^{A t} x_{0}$ can be found from

$$
\left\|P_{+} z\right\|_{2}^{2}=\int_{0}^{\infty} x_{0}^{*} e^{A^{*} t} C^{*} C e^{A t} x_{0} d t=x_{0}^{*} L_{o} x_{0}
$$

Combine this result with Lemma 15.1 to give

$$
\sup _{w \in \mathcal{B} \mathcal{L}_{2-}}\left\|P_{+} z\right\|_{2}^{2}=\sup _{0 \neq w \in \mathcal{L}_{2-}} \frac{\left\|P_{+} z\right\|_{2}^{2}}{\|w\|_{2}^{2}}:=\max _{x_{0} \neq 0} \frac{x_{0}^{*} L_{0} x_{0}}{x_{0}^{*} L_{c}^{-1} x_{0}}=\rho\left(L_{o} L_{c}\right)
$$

Remark 15.1 Another useful way to characterize the Hankel norm is to examine the following quadratic optimization with initial condition $x(-\infty)=0$ :

$$
\sup _{w \in \mathcal{L}_{2-}}\left\{\left\|P_{+} z\right\|_{2}^{2}-\beta^{2}\|w\|_{2}^{2}\right\}
$$

It is easy to see from the definition of the Hankel norm that

$$
\sup _{0 \neq w \in \mathcal{L}_{2-}} \frac{\left\|P_{+} z\right\|_{2}}{\|w\|_{2}} \leq \beta
$$

iff

$$
\sup _{0 \neq w \in \mathcal{L}_{2-}}\left\{\left\|P_{+} z\right\|_{2}^{2}-\beta^{2}\|w\|_{2}^{2}\right\} \leq 0
$$

So the Hankel norm is equal to the smallest $\beta$ such that the above inequality holds. Now

$$
\begin{aligned}
\sup _{w \in \mathcal{L}_{2-}}\left\{\left\|P_{+} z\right\|_{2}^{2}-\beta^{2}\|w\|_{2}^{2}\right\} & =\sup _{x_{0} \in \mathbb{R}^{n}}\left(x_{0}^{*} L_{o} x_{0}-\beta^{2} x_{0}^{*} L_{c}^{-1} x_{0}\right) \\
& =\left\{\begin{array}{cc}
0, & \rho\left(L_{o} L_{c}\right) \leq \beta^{2} \\
+\infty, & \rho\left(L_{o} L_{c}\right)>\beta^{2}
\end{array}\right.
\end{aligned}
$$

Hence the Hankel norm is equal to the square root of $\rho\left(L_{o} L_{c}\right)$.

### 15.2 Toeplitz Operators

If a transfer matrix $G \in \mathcal{R} \mathcal{H}_{\infty}$ and $\|G\|_{\infty}<1$, then by Corollary 13.24, the Hamiltonian matrix

$$
H=\left[\begin{array}{cc}
A+B R^{-1} D^{*} C & B R^{-1} B^{*} \\
-C^{*}\left(I+D R^{-1} D^{*}\right) C & -\left(A+B R^{-1} D^{*} C\right)^{*}
\end{array}\right], \quad R=\gamma^{2} I-D^{*} D
$$

with $\gamma=1$ is in $\operatorname{dom}(\operatorname{Ric}), X=\operatorname{Ric}(H) \geq 0, A+B R^{-1}\left(B^{*} X+D^{*} C\right)$ is stable and

$$
\begin{equation*}
A^{*} X+X A+\left(X B+C^{*} D\right) R^{-1}\left(B^{*} X+D^{*} C\right)+C^{*} C=0 \tag{15.3}
\end{equation*}
$$

The following lemma offers yet another consequence of $\|G\|_{\infty}<1$. (Recall that the $\mathcal{H}_{\infty}$ norm of a stable matrix is the Toeplitz operator norm.)

Lemma 15.3 Suppose $\|G\|_{\infty}<1$ and $x(0)=x_{0}$. Then

$$
\sup _{w \in \mathcal{L}_{2+}}\left(\|z\|_{2}^{2}-\|w\|_{2}^{2}\right)=x_{0}^{*} X x_{0}
$$

and the sup is achieved.

Proof. We can differentiate $x(t)^{*} X x(t)$ as in the last section, use the Riccati equation (15.3) to substitute for $A^{*} X+X A$, and complete the squares to get

$$
\frac{d}{d t}\left(x^{*} X x\right)=-\|z\|^{2}+\|w\|^{2}-\left\|R^{-1 /:}\left[R w-\left(B^{*} X+D^{*} C\right) x\right]\right\|^{2}
$$

If $w \in \mathcal{L}_{2+}$, then $x \in \mathcal{L}_{2+}$, so integrating from $t=0$ to $t=\infty$ gives

$$
\begin{equation*}
\|z\|_{2}^{2}-\|w\|_{2}^{2}=x_{0}^{*} X x_{0}-\left\|R^{-1 / 2}\left[R w-\left(B^{*} X+D^{*} C\right) x\right]\right\|_{2}^{2} \leq x_{0}^{*} X x_{0} \tag{15.4}
\end{equation*}
$$

If we let $w=R^{\cdots}\left(B^{*} X+D^{*} C\right) x=R^{-1}\left(B^{*} X+D^{*} C\right) e^{\left[A+B R^{-1}\left(B^{*} X+D^{*} C\right)\right] t} x_{0}$, then $w \in \mathcal{L}_{2+}$ because $A+B R^{-1}\left(B^{*} X+D^{*} C\right)$ is stable. Thus the inequality in (15.4) can be made an equality and the proof is complete. Note that the sup is achieved for a $w$ which is a linear function of the state.

As a direct consequence of this lemma, we have the following
Corollary 15.4 Let $x(0)=x_{0}$ and $X_{0}=X_{0}^{*}>1$.
(i) if $\|G\|_{\infty}<\gamma$ and $X=\operatorname{Ric}(H)$. Then

$$
\begin{array}{r}
\sup _{0 \neq\left(x_{0}, w\right) \in \mathbb{R}^{n} \times \mathcal{L}_{2}[0, \infty)}\left\{\|z\|_{2}^{2}-r^{2}\left(\|w\|_{2}^{2}+x_{0}^{*} X_{0} x_{0}\right)\right\} \\
=\sup _{0 \neq x_{0} \in \mathbb{R}^{n}}\left\{x_{0}^{*} X x_{0}-\gamma^{2} x_{0}^{*} X_{0} x_{0}\right\} \\
\begin{cases}=0, & \lambda_{m x x}\left(X-\gamma^{2} X_{0}\right) \leq 0 \\
=+\infty, & \lambda_{m x x}\left(X-\gamma^{2} X_{0}\right)>0\end{cases}
\end{array}
$$

(ii) $\sup _{0 \neq\left(x_{0}, w\right) \in \mathbb{R}^{n} \times \mathcal{L}_{2}[0, \infty)} \frac{\left\|P_{+} z\right\|_{2}^{2}}{\|w\|_{2}^{2}+x_{0}^{*} X_{0} x_{0}}<\gamma^{2} i_{-}^{f}$ and only if $\bar{\sigma}(D)<\gamma, H \in \operatorname{dom}$ (Ric), and $\lambda_{\max }\left(X-\gamma^{2} X_{0}\right)<0$.

Remark 15.2 The matrix $X_{0}$ has the interpretation of the confidence on the initial condition $x_{0}$. So if $\underline{\sigma}\left(X_{0}\right)$ is small, then the initial condition is probably not known very well. In that case $\gamma_{\text {min }}$ will be large where $\gamma_{\text {min }}$ denotes the smallest $\gamma$ such that $\lambda_{\max }\left(X-\gamma^{2} X_{0}\right) \leq 0$. On the other hand. a large $\underline{\sigma}\left(X_{0}\right)$ implies that the initial condition is known very well and that $\gamma_{\text {min }}$ is determined essentially by the condition $H \in \operatorname{dom}(R i c)$.

A dual version of Lemma 15.3 can also be obtained and is useful in characterizing the so-called $2 \times 2$ block mixed Hankel-Toeplitz operator. To do that, we first note that ${ }^{1}$

$$
G^{T}(s)=\left[\begin{array}{l|l}
A^{*} & C^{*} \\
\hline B^{*} & D^{*}
\end{array}\right]
$$

[^17]and $\|G\|_{\infty}<1$ iff $\left\|G^{T}\right\|_{\infty}<1$. Let $J$ denote the following Hamiltonian matrix
\[

J=\left[$$
\begin{array}{cc}
A^{*} & 0 \\
-B B^{*} & -A
\end{array}
$$\right]+\left[$$
\begin{array}{c}
C^{*} \\
-B D^{*}
\end{array}
$$\right] \tilde{R}^{-1}\left[$$
\begin{array}{ll}
D B^{*} & C
\end{array}
$$\right]
\]

where $\tilde{R}:=I-D D^{*}$. Then $J \in \operatorname{dom}(\operatorname{Ric}), Y=\operatorname{Ric}(J) \geq 0, A+\left(Y C^{*}+B D^{*}\right) \hat{R}^{-1} C$ is stable and

$$
\begin{equation*}
A Y+Y A^{*}+\left(Y C^{*}+B D^{*}\right) \tilde{R}^{-1}\left(C Y+D B^{*}\right)+B B^{*}=0 \tag{15.5}
\end{equation*}
$$

if $\|G\|_{\infty}<1$. For simplicity, we shall assume that $(A, B)$ is controllable; hence, $Y>0$. The case in which $Y$ is singular can be obtained by restricting $x_{0} \in \operatorname{Im}(Y)$ and replacing $Y^{-1}$ by $Y^{+}$.

Lemma 15.5 Suppose $\|G\|_{\infty}<1$ and $(A, B)$ is controllable. Then

$$
\sup _{w \in \mathcal{L}_{2-}}\left\{\left\|P_{-} z\right\|_{2}^{2}-\|w\|_{2}^{2} \mid x(0)=x_{0}\right\}=-x_{0}^{*} Y^{-1} x_{0}
$$

and the sup is achieved.

Proof. Analogous to the proof of Lemma 15.3, we can differentiate $x(t)^{*} Y^{-1} x(t)$, use the Riccati equation (15.5) to substitute for $A Y+Y A^{*}$, and complete the squares to get

$$
\frac{d}{d t}\left(x^{*} Y^{-1} x\right)=-\|z\|^{2}+\|w\|^{2}-\left\|R^{-1 / 2}\left[R w-\left(B^{*} Y^{-1}+D^{*} C\right) x\right]\right\|^{2}
$$

where $R=I-D^{*} D>0$. If $w \in \mathcal{L}_{2-}$, then $x \in \mathcal{L}_{2-}$ and $x(-\infty)=0$; so integrating from $t=-\infty$ to $t=0$ gives

$$
\begin{equation*}
\|z\|_{2}^{2}-\|w\|_{2}^{2}=-x_{0}^{*} Y^{-1} x_{0}-\left\|R^{-1 / 2}\left[R w-\left(B^{*} Y^{-1}+D^{*} C\right) x\right]\right\|_{2}^{2} \leq-x_{0}^{*} Y^{-1} x_{0} \tag{15.6}
\end{equation*}
$$

If we let $w=R^{-1}\left(B^{*} Y^{-1}+D^{*} C\right) x=R^{-1}\left(B^{*} Y^{-1}+D^{*} C\right) e^{\left[A+B R^{-1}\left(B^{*} Y^{-1}+D^{*} C\right)\right] t} x_{0}$, then $w \in \mathcal{L}_{2-}$ because $A+B R^{-1}\left(B^{*} Y^{-1}+D^{*} C\right)=-Y\left\{A+\left(Y C^{*}+B D^{*}\right) \tilde{R}^{-1} C\right\}^{*} Y^{-1}$ and $A+\left(Y C^{*}+B D^{*}\right) \tilde{R}^{-1} C$ is stable. Thus the inequality can be made an equality and the proof is complete.

### 15.3 Mixed Hankel-Toeplitz Operators

Now suppose that the input is partitioned so that $B=\left[\begin{array}{ll}B_{1} & B_{2}\end{array}\right], D=\left[\begin{array}{ll}D_{1} & D_{2}\end{array}\right]$,

$$
G(s)=\left[\begin{array}{cc}
G_{1}(s) & G_{2}(s)
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

and $w$ is partitioned conformably. Then $\left\|G_{2}\right\|_{\infty}<1$ iff $\bar{\sigma}\left(D_{2}\right)<1$, and

$$
H_{W}:=\left[\begin{array}{cc}
A & 0 \\
-C^{*} C & -A^{*}
\end{array}\right]+\left[\begin{array}{c}
B: \\
-C^{*} D_{2}
\end{array}\right] R_{2}^{-1}\left[\begin{array}{ll}
D_{2}^{*} C & B_{2}^{*}
\end{array}\right]
$$

is in $\operatorname{dom}($ Ric $)$ where $R_{2}:=I-D_{2}^{*} D_{2}>0$. For $H_{W} \in \operatorname{dom}(\operatorname{Ric})$, define $W=\operatorname{Ric}\left(H_{W}\right)$. Let

$$
w \in \mathcal{W}:=\mathcal{H}_{2}^{\perp} \oplus \mathcal{L}_{2}=\left\{\left.\left[\begin{array}{l}
w_{1}  \tag{15.7}\\
w_{2}
\end{array}\right] \right\rvert\, w_{1} \in \mathcal{H}_{2}^{\perp}, w_{2} \in \mathcal{L}_{2}\right\}
$$

We are interested in a test for $\sup _{w \in \mathcal{B} \mathcal{W}}\left\|P_{+} z\right\|_{2}<1$, or, equivalently,

$$
\begin{equation*}
\sup _{w \in \mathcal{B} \mathcal{W}}\|\Gamma w\|_{2}<1 \tag{15.8}
\end{equation*}
$$

where $\Gamma=P_{+}\left[M_{G_{1}} M_{G_{2}}\right]: \mathcal{W} \rightarrow \mathcal{H}_{2}$ is a mixed Hankel-Tocplitz operator:

$$
\begin{aligned}
\Gamma\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right] & =P_{+}\left[\begin{array}{ll}
G_{1} & G_{2}
\end{array}\right]\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right] \quad w_{1} \in \mathcal{H}_{2}^{\perp}, w_{2} \in \mathcal{L}_{2} \\
& =P_{+}\left[\begin{array}{ll}
G_{1} & G_{2}
\end{array}\right] P_{-} w+P_{+} G_{2} P_{+} w_{2}
\end{aligned}
$$

Thus $\Gamma$ is the sum of the Hankel operator $P_{+} M_{G} \mathcal{H}_{2}^{\perp} \oplus \mathcal{H}_{2}^{\perp} \rightarrow \mathcal{H}_{2}$ and the Toeplitz operator $P_{+} M_{G_{2}}: \mathcal{H}_{2} \rightarrow \mathcal{H}_{2}$. The following lemma generalizes Corollary 13.24 ( $B_{1}=0, D_{1}=0$ ) and Lemma $15.2\left(B_{2}=0, D_{2}=: 0\right)$.

Lemma $15.6 \sup _{w \in \mathcal{B} w}\|\Gamma w\|_{2}<1$ iff the following two conditions hold:
(i) $\bar{\sigma}\left(D_{2}\right)<1$ and $H_{W} \in \operatorname{dom}(R i c)$;
(ii) $\rho\left(W L_{c}\right)<1$.

Proof. By Corollary 13.24, condition (i) is necessary for (15.8), so we will prove that given condition (i), (15.8) holds iff condition (ii) holds. We will do this by showing, equivalently, that $\rho\left(W L_{c}\right) \geq 1$ iff $\sup _{w \in \mathcal{B} \mathcal{W}}\|\Gamma w\|_{2} \geq 1$. By definition of $\mathcal{W}$, if $w \in \mathcal{W}$ then

$$
\left\|P_{+} z\right\|_{2}^{2}-\|w\|_{2}^{2}=\left\|P_{+} z\right\|_{2}^{2}-P_{+} w_{2}\left\|_{2}^{2}-\right\| P_{-} w \|_{2}^{2}
$$

Note that the last term only contributes to $\|\left. P_{+} z\right|_{\frac{2}{2}}$ through $x(0)$. Thus if $L_{c}$ is invertible, then Lemma 15.1 and 15.3 yield

$$
\begin{equation*}
\sup _{w \in \mathcal{W}}\left\{\left\|P_{+} z\right\|_{2}^{2}-\|w\|_{2}^{2} \mid x(0)=x_{0}\right\}=x_{0}^{*} W x_{0}-x_{0}^{*} L_{c}^{-1} x_{0} \tag{15.9}
\end{equation*}
$$

and the supremum is achieved for some $w \in \mathcal{W}$ that can be constructed from the previous lemmas. Since $\rho\left(W L_{c}\right) \geq 1$ iff $\exists x_{0} \neq 0$ such that the right-hand side of
(15.9) is $\geq 0$, we have, by (15.9), that $\rho\left(W L_{c}\right) \geq 1$ iff $\exists w \in \mathcal{W}, w \neq 0$ such that $\left\|P_{+} z\right\|_{2}^{2} \geq\|w\|_{2}^{2}$. But this is true iff $\sup _{w \in \mathcal{B} \mathcal{W}}\|\Gamma w\|_{2} \geq 1$.

If $L_{c}$ is not invertible, we need only restrict $x_{0}$ in (15.9) to $\operatorname{Im}\left(L_{c}\right)$, and then the above argument generalizes in a straightforward way.

In the $\mathcal{H}_{\infty}$ optimal control problem considered later, we will make use of the adjoint $\Gamma^{*}: \mathcal{H}_{2} \rightarrow \mathcal{W}$, which is given by

$$
\Gamma^{*} z=\left[\begin{array}{c}
P_{-}\left(G_{1}^{\sim} z\right)  \tag{15.10}\\
G_{2}^{\sim} z
\end{array}\right]=\left[\begin{array}{c}
P_{-} G_{1}^{\sim} \\
G_{2}^{\sim}
\end{array}\right] z
$$

where $P_{-} G z:=P_{-}(G z)=\left(P_{-} M_{G}\right) z$. That the expression in (15.10) is actually the adjoint of $\Gamma$ is easily verified from the definition of the inner product on vector-valued $\mathcal{L}_{2}$ space. The adjoint of $\Gamma: \mathcal{W} \rightarrow \mathcal{H}_{2}$ is the operator $\Gamma^{*}: \mathcal{H}_{2} \rightarrow \mathcal{W}$ such that $\left.\langle z, \Gamma w\rangle=<\Gamma^{*} z, w\right\rangle$ for all $w \in \mathcal{W}, z \in \mathcal{H}_{2}$. By definition, we have

$$
\begin{aligned}
<z, \Gamma w> & =<z, P_{+}\left(G_{1} w_{1}+G_{2} w_{2}\right)>=<z, G_{1} w_{1}>+<z, G_{2} w_{2}> \\
& =<P_{-}\left(G_{1}^{\sim} z\right), w_{1}>+<G_{2}^{\sim} z, w_{2}> \\
& =<\Gamma^{*} z, w>
\end{aligned}
$$

The mixed Hankel-Toeplitz operator just studied is the so-called $2 \times 1$-block mixed Hankel-Toeplitz operator. There is a $2 \times 2$-block generalization.

### 15.4 Mixed Hankel-Toeplitz Operators: The General Case*

Historically, the mixed Hankel-Toeplitz operators have played important roles in $\mathcal{H}_{\infty}$ theory, so it is interesting to consider the $2 \times 2$-block generalization of Lemma 15.6. In fact, the whole $\mathcal{H}_{\infty}$ control theory can be developed using these tools. See Section 17.7 in Chapter 17. The proof of Lemma 15.7 below is completely straightforward and fairly short, given the other results in the previous sections. Suppose that

$$
G(s)=\left[\begin{array}{ll}
G_{11}(s) & G_{12}(s) \\
G_{21}(s) & G_{22}(s)
\end{array}\right]=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right]=:\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

Denote

$$
\begin{aligned}
D_{\bullet 2} & :=\left[\begin{array}{c}
D_{12} \\
D_{22}
\end{array}\right] \quad D_{2 \bullet}:=\left[\begin{array}{ll}
D_{21} & D_{22}
\end{array}\right] \\
R_{x} & :=I-D_{\bullet 2}^{*} D_{\bullet 2} \quad R_{y}:=I-D_{2 \bullet} D_{2 \bullet}^{*}
\end{aligned}
$$

$$
\begin{aligned}
& H_{X}:=\left[\begin{array}{cc}
A & 0 \\
-C^{*} C & -A^{*}
\end{array}\right]+\left[\begin{array}{c}
B_{2} \\
-C^{*} D_{\bullet 2}
\end{array}\right] R_{x}^{-1}\left[\begin{array}{ll}
D_{\bullet 2}^{*} C & B_{2}^{*}
\end{array}\right] \\
& H_{Y}:=\left[\begin{array}{cc}
A^{*} & 0 \\
-B B^{*} & -A
\end{array}\right]+\left[\begin{array}{c}
C_{2}^{*} \\
-B D_{: \bullet}^{*}
\end{array}\right] R_{y}^{-1}\left[\begin{array}{ll}
D_{2 \bullet} B^{*} & C_{2}
\end{array}\right] .
\end{aligned}
$$

Define $\mathcal{W}=\mathcal{H}_{2}^{\perp} \oplus \mathcal{L}_{2}, \mathcal{Z}=\mathcal{H}_{2} \oplus \mathcal{L}_{2}$, and $\Gamma: \mathcal{W} \rightarrow \mathcal{Z}$ as

$$
\Gamma\left[\begin{array}{c}
w_{1} \\
w_{2}
\end{array}\right]=\left[\begin{array}{cc}
P_{+} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{ll}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{array}\right]\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right] .
$$

Lemma $15.7 \sup _{w \in \mathcal{B} \mathcal{W}}\|\Gamma w\|_{2}<1$ holds iff the following three conditions hold:
(i) $\bar{\sigma}\left(D_{\bullet 2}\right)<1$ and $H_{X} \in \operatorname{dom}(R i c)$;
(ii) $\bar{\sigma}\left(D_{2 \bullet}\right)<1$ and $H_{Y} \in \operatorname{dom}(R i c)$;
(iii) $\rho(X Y)<1$ for $X=\operatorname{Ric}\left(H_{X}\right)$ and $Y=\operatorname{Ric}\left(H_{Y}\right)$.

Proof. The mixed Hankel-Toeplitz operator can be written as

$$
\Gamma\left[\begin{array}{c}
w_{1} \\
w_{2}
\end{array}\right]=P_{+} G\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right]+\left[\begin{array}{cc}
0 \\
P_{-}\left[G_{21}\right. & \left.\left.G_{22}\right]\left[\begin{array}{c}
w_{1} \\
w_{2}
\end{array}\right]\right] . . . . ~ . ~ . ~
\end{array}\right.
$$

Hence

$$
\|\Gamma w\|_{2}^{2}=\left\|P_{+} G w\right\|_{2}^{2}+\left\|P_{-}\left[\begin{array}{ll}
G_{21} & G_{22}
\end{array}\right] w\right\|_{2}^{2}
$$

So $\sup _{w \in \mathcal{B} \mathcal{W}}\|\Gamma w\|<1$ implies

$$
\sup _{w \in \mathcal{B} \mathcal{W}} \| P_{+} G w \mid<1
$$

and

$$
\sup _{w \in \mathcal{B W}}\left\|P_{-}\left[\begin{array}{ll}
G_{21} & G_{22}
\end{array}\right] w\right\|<1
$$

But

$$
\left\|\left[\begin{array}{l}
G_{12} \\
G_{22}
\end{array}\right]\right\|_{\infty}=\sup _{w_{2} \in \mathcal{H}_{2}}\left\|P_{+} G\left[\begin{array}{c}
0 \\
w_{2}
\end{array}\right]\right\|_{2} \leq \sup _{w \in \mathcal{B} \mathcal{W}}\left\|P_{+} G w\right\|<1
$$

and
$\left\|\left[\begin{array}{ll}G_{21} & G_{22}\end{array}\right]\right\|_{\infty}=\sup _{w \in \mathcal{H}_{2}^{\frac{1}{2}}}\left\|P_{-}\left[\begin{array}{ll}G_{21} & G_{22}\end{array}\right] u\right\|_{2} \leq \sup _{w \in \mathcal{B} \mathcal{W}}\left\|P_{-}\left[\begin{array}{ll}G_{21} & G_{22}\end{array}\right] w\right\|<1$.
These two inequalities then imply that (i) and (ii) are necessary. Analogous to the proof of Lemma 15.6, we will show that given conditions (i) and (ii), $\sup _{w \in \mathcal{B} \mathcal{W}}\|\Gamma w\|_{2}<1$
holds iff condition (iii) holds. We will do this by showing, equivalently, that $\rho(X Y) \geq 1$ iff $\sup _{w \in \mathcal{B} \mathcal{W}}\|\Gamma w\|_{2} \geq 1$. By definition of $\mathcal{W}$, if $w \in \mathcal{W}$ then

$$
\|\Gamma w\|_{2}^{2}-\|w\|_{2}^{2}=\left(\left\|P_{+} z\right\|_{2}^{2}-\left\|P_{+} w_{2}\right\|_{2}^{2}\right)+\left(\left\|P_{-}\left[\begin{array}{cc}
G_{21} & G_{22}
\end{array}\right] w\right\|_{2}^{2}-\left\|P_{-} w\right\|_{2}^{2}\right)
$$

Thus if $Y$ is invertible, then Lemma 15.3 and 15.5 yield

$$
\sup _{w \in \mathcal{W}}\left\{\|\Gamma w\|_{2}^{2}-\|w\|_{2}^{2} \mid x(0)=x_{0}\right\}=x_{0}^{*} X x_{0}-x_{0}^{*} Y^{-1} x_{0} .
$$

Now the same arguments as in the proof of Lemma 15.6 give the desired conclusion.

### 15.5 Linear Quadratic Max-Min Problem

Consider the dynamical system

$$
\begin{align*}
\dot{x} & =A x+B_{1} w+B_{2} u  \tag{15.11}\\
z & =C_{1} x+D_{12} u \tag{15.12}
\end{align*}
$$

with the following assumptions:
(i) $\left(C_{1}, A\right)$ is observable;
(ii) $\left(A, B_{2}\right)$ is stabilizable;
(iii) $D_{12}^{*}\left[\begin{array}{ll}C_{1} & D_{12}\end{array}\right]=\left[\begin{array}{ll}0 & I\end{array}\right]$.

In this section, we are interested in answering the following question: when

$$
\sup _{w \in \mathcal{B} \mathcal{L}_{2+}} \min _{u \in \mathcal{L}_{2+}}\|z\|_{2}<1 ?
$$

Remark 15.3 It should be pointed out that the results presented here still hold, subject to some minor modifications, if the assumptions (i) and (iii) on the dynamical system are relaxed to:
(i)' $\left[\begin{array}{cc}A-j \omega I & B_{2} \\ C_{1} & D_{12}\end{array}\right]$ has full column rank for all $\omega \in \mathbb{R}$, and
(iii)' $D_{12}$ has full column rank.

It is clear from the assumptions that $H_{2} \in \operatorname{dom}(\operatorname{Ric})$ and $X_{2}=\operatorname{Ric}\left(H_{2}\right)>0$, where

$$
H_{2}=\left[\begin{array}{cc}
A & -B_{2} B_{2}^{*} \\
-C_{1}^{*} C_{1} & -A^{*}
\end{array}\right]
$$

Let $F_{2}=-B_{2}^{*} X_{2}$ and $D_{\perp}$ be such that [ $D_{12} D_{\perp}$. is an orthogonal matrix. Define

$$
G_{c}(s):=\left[\begin{array}{c|c}
A_{F_{2}} & I \\
\hline C_{1 F_{2}} & 0
\end{array}\right], \quad U(s):=\left[\begin{array}{c|c}
A_{F_{2}} & B_{2} \\
\hline C_{1 F_{2}} & D_{12}
\end{array}\right]
$$

and

$$
U_{\perp}=\left[\begin{array}{c|c}
A_{F_{2}} & -X_{2}^{-1} C_{1}^{*} D_{\perp}  \tag{15.13}\\
\hline C_{1 F_{2}} & D_{\perp}
\end{array}\right]
$$

where $A_{F_{2}}=A+B_{2} F_{2}$ and $C_{1 F_{2}}=C_{1}+D_{12} F_{2}$. The following is easily proven using Lemma 13.29 by obtaining a state-space realization and by eliminating uncontrollable states using a little algebra involving the Riccati equation for $X_{2}$.

Lemma $15.8\left[U U_{\perp}\right]$ is square and inner and a realization for $G_{c}^{\sim}\left[\begin{array}{ll}U & U_{\perp}\end{array}\right]$ is

$$
G_{c}^{\sim}\left[\begin{array}{cc}
U & U_{\perp}
\end{array}\right]=\left[\begin{array}{c|cc}
A_{F_{2}} & -B_{2} & X_{2}^{-1} C_{1}^{*} D_{\perp}  \tag{15.14}\\
\hline X_{2} & 0 & 0
\end{array}\right] \in \mathcal{R} \mathcal{H}_{2}
$$

This implies that $U$ and $U_{\perp}$ are each inner and that both $U_{\perp}^{\sim} G_{c}$ and $U^{\sim} G_{c}$ are in $\mathcal{R} \mathcal{H}_{2}^{\perp}$. To answer our earlier question, define a Hamiltonian matrix $H_{\infty}$ and the associated Riccati equation as

$$
\begin{gathered}
H_{\infty}:=\left[\begin{array}{cc}
A & B_{1} B_{1}^{*}-B_{2} B_{2}^{*} \\
-C_{1}^{*} C_{1} & -A^{*}
\end{array}\right] \\
A^{*} X_{\infty}+X_{\infty} A+X_{\infty} B_{1} B_{1}^{*} X_{\infty}-X_{\infty} B_{2} B_{2}^{*} X_{\infty}+C_{1}^{*} C_{1}=0 .
\end{gathered}
$$

Theorem $15.9 \sup _{w \in \mathcal{B} \mathcal{L}_{2+}} \min _{u \in \mathcal{L}_{2+}}\|z\|_{2}<1$ if and only if $H_{\infty} \in \operatorname{dom}($ Ric $)$ and $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right)>0$. Furthermore, if the condition is satisfied, then $u=F_{\infty} x$ with $F_{\infty}:=-B_{2}^{*} X_{\infty}$ satisfies $\sup _{w \in \mathcal{B L}_{2+}}\|z\|_{2}<1$.

Proof. $(\Rightarrow)$ As in Chapter 14, define $\nu:=u-F_{2} x$ to get

$$
z=G_{c} B_{1} w+U \nu
$$

Then the hypothesis implies that

$$
\begin{equation*}
\sup _{w \in \mathcal{B} \mathcal{H}_{2}} \min _{\nu \in \mathcal{H}_{2}}\|z\|_{2}<1 \tag{15.15}
\end{equation*}
$$

Since by Lemma $15.8\left[U U_{\perp}\right]$ is square and inner $\|z\|_{2}=\left\|\left[U U_{\perp}\right]^{\sim} z\right\|_{2}$, and

$$
\left[\begin{array}{ll}
U & U_{\perp}
\end{array}\right]^{\sim} z=\left[\begin{array}{c}
U^{\sim} G_{c} B_{1} w+\nu \\
U_{\perp}^{\sim} G_{c} B_{1} w
\end{array}\right]=\left[\begin{array}{c}
P_{-}\left(U^{\sim \sim} G_{c} B_{1} w\right)+P_{+}\left(U^{\sim} G_{c} B_{1} w+\nu\right) \\
U_{\perp}^{\sim} G_{c} B_{1} w
\end{array}\right]
$$

Thus

$$
\sup _{w \in \mathcal{B} \mathcal{H}_{2}} \min _{\nu \in \mathcal{H}_{2}}\|z\|_{2}=\sup _{w \in \mathcal{B} \mathcal{H}_{2}} \min _{\nu \in \mathcal{H}_{2}}\left\|\left[\begin{array}{c}
P_{-}\left(U^{\sim} G_{c} B_{1} w\right)+P_{+}\left(U^{\sim} G_{c} B_{1} w+\nu\right) \\
U_{\perp}^{\sim} G_{c} B_{1} w
\end{array}\right]\right\|_{2}
$$

and the right hand of the above equation is minimized by $\nu=-P_{+}\left(U^{\sim} G_{c} B_{1} w\right)$; we have

$$
\begin{aligned}
\sup _{w \in \mathcal{B H}_{2}} \min _{\nu \in \mathcal{H}_{2}}\|z\|_{2} & =\sup _{w \in \mathcal{B} \mathcal{H}_{2}}\left\|\left[\begin{array}{c}
P_{-}\left(U^{\sim} G_{c} B_{1} w\right) \\
U_{\perp}^{\sim} G_{c} B_{1} w
\end{array}\right]\right\|_{2} \\
& =: \sup _{w \in \mathcal{B} \mathcal{H}_{2}}\left\|\Gamma^{*} w\right\|_{2}<1
\end{aligned}
$$

where $\Gamma^{*}: \mathcal{L}_{2+} \rightarrow \mathcal{W}$ is defined as

$$
\Gamma^{*} w=\left[\begin{array}{c}
P_{-}\left(U^{\sim} G_{c} B_{1} w\right) \\
U_{\perp}^{\sim} G_{c} B_{1} w
\end{array}\right]=\left[\begin{array}{c}
P_{-} U^{\sim} \\
U_{\perp}^{\sim}
\end{array}\right] G_{c} B_{1} w
$$

with

$$
\mathcal{W}:=\left\{\left.\left[\begin{array}{c}
q_{1} \\
q_{2}
\end{array}\right] \right\rvert\, q_{1} \in \mathcal{H}_{2}^{\perp}, q_{2} \in \mathcal{L}_{2}\right\} .
$$

Note that from equation (15.10) the adjoint operator $\Gamma: \mathcal{W} \rightarrow \mathcal{H}_{2}$ is given by

$$
\Gamma\left[\begin{array}{l}
q_{1} \\
q_{2}
\end{array}\right]=P_{+}\left(B_{1}^{*} G_{c}^{\sim}\left(U q_{1}+U_{\perp} q_{2}\right)\right)=P_{+} B_{1}^{*} G_{c}^{\sim}\left[\begin{array}{ll}
U & U_{\perp}
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2}
\end{array}\right]
$$

where $G_{c}^{\sim}\left[U U_{\perp}\right] \in \mathcal{R} \mathcal{H}_{2}$ has the realization in (15.14). So we have

$$
\sup _{q \in \mathcal{B} \mathcal{W}}\|\Gamma q\|_{2}<1
$$

This is just the condition (15.8), so from Lemma 15.6 and equation (15.14) we have that

$$
H_{W}:=\left[\begin{array}{cc}
A_{F_{2}} & X_{2}^{-1} C_{1}^{*} C_{1} X_{2}^{-1} \\
-X_{2} B_{1} B_{1}^{*} X_{2} & -A_{F_{2}}^{*}
\end{array}\right] \in \operatorname{dom}(\text { Ric })
$$

and $W=\operatorname{Ric}\left(H_{W}\right) \geq 0$. Note that the observability of $\left(C_{1}, A\right)$ implies $X_{2}>0$. Furthermore, the controllability Gramian for the system (15.14) is $X_{2}^{-1}$ since

$$
A_{F_{2}} X_{2}^{-1}+X_{2}^{-1} A_{F_{2}}^{*}+B_{2} B_{2}^{*}+X_{2}^{-1} C_{1}^{*} C_{1} X_{2}^{-1}=0
$$

Lemma 15.6 also implies $\rho\left(W X_{2}^{-1}\right)<1$ or, equivalently, $X_{2}>W$. Using the Riccati equation for $X_{2}$, one can verify that $T:=\left[\begin{array}{cc}-I & X_{2}^{-1} \\ -X_{2} & 0\end{array}\right]$ provides a similarity
transformation between $H_{\infty}$ and $H_{W}$, i.e., $H_{\infty}=T H_{W} T^{-1}$. Then

$$
\mathcal{X}_{-}\left(H_{\infty}\right)=T \mathcal{X}_{-}\left(H_{W}\right)=T \operatorname{Im}\left[\begin{array}{c}
I \\
W
\end{array}\right]=\operatorname{Im}\left[\begin{array}{c}
I-X_{2}^{-1} W \\
X_{2}
\end{array}\right],
$$

so $H_{\infty} \in \operatorname{dom}($ Ric $)$ and $X_{\infty}=X_{2}\left(X_{2}-W\right)^{-1} X_{2}>0$.
$(\Leftarrow)$ If $H_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ and $X_{\infty}=\operatorname{Ric}\left(H_{\mathrm{c}}\right)>0, A+B_{1} B_{1}^{*} X_{\infty}>B_{2} B_{2}^{*} X_{\infty}$ is stable. Define

$$
A_{F_{\infty}}:=A+B_{2} F_{\infty}, \quad C_{1 F_{\alpha}}:=C_{1}+D_{12} F_{\infty} .
$$

Then the Riccati equation can be written as

$$
A_{F_{\infty}}^{*} X_{\infty}+X_{\infty} A_{F_{\infty}}+C_{1 F_{\infty}}^{*} C_{1 F_{\star}}+X_{\infty} B_{1} B_{1}^{*} X_{\infty}=0
$$

We conclude from Lyapunov theory that $A_{F_{\infty}}$ is stable since ( $A_{F_{\infty}}, B_{1}^{*} X_{\infty}$ ) is detectable and $X_{\infty}>0$. Now with the given control law $u=F_{\infty} x$, the dynamical system becomes

$$
\begin{aligned}
\dot{x} & =A_{F_{\infty}} x+B_{1} w \\
z & =C_{1 F_{\infty}} x .
\end{aligned}
$$

So by Corollary 13.24, $\left\|T_{z w}\right\|_{\infty}<1$, i.e., $\sup _{w \in \mathcal{L}_{:-}}\|z\|_{2}<1$ for the given control law.

Theorem 15.9 will be used in the next chapter to solve the FI $\mathcal{H}_{\infty}$ control problem.

### 15.6 Notes and References

The results presented here are closely related to the differential game problems, which are well-studied topics, see e.g., Bryson and Ho [1975]. The paper by Mageirou and Ho [1977] is one of the early papers that are relevant, to the topics covered in this chapter. The current setup and proof are taken from Dovle, Glover, Khargonekar, and Francis [1989]. The application of game theoretic results to $\mathcal{H}_{\infty}$ problems can be found in Başar and Bernhard [1991], Limebeer, Anderson, Khargonekar, and Green [1992], and references therein.


## $\mathcal{H}_{\infty}$ Control: Simple Case

In this chapter we consider $\mathcal{H}_{\infty}$ control theory. Specifically, we formulate the optimal and suboptimal $\mathcal{H}_{\infty}$ control problems in section 16.1. However, we will focus on the suboptimal case in this book and discuss why we do so. In section 16.2 all suboptimal controllers are characterized for a class of simplified problems while leaving the more general problems to the next chapter. Some preliminary analysis is given in section 16.3 for the output feedback results. The analysis suggested the need for solving the Full Information and Output Estimation problems, which are the topics of sections 16.4-16.7. Section 16.8 discusses the $\mathcal{H}_{\infty}$ separation theory and presents the proof of the output feedback results. The behavior of the $\mathcal{H}_{\infty}$ controller as a function of performance level $\gamma$ is considered in section 16.9. The optimal controllers are also briefly considered in this section. Some other interpretations of the $\mathcal{H}_{\infty}$ controllers are given in section 16.10 . Finally, section 16.11 presents the formulas for an optimal $\mathcal{H}_{\infty}$ controller.

### 16.1 Problem Formulation

Consider the system described by the block diagram

where the plant $G$ and controller $K$ are assumed to be real-rational and proper. It will be assumed that state space models of $G$ and $K$ are available and that their realizations are assumed to be stabilizable and detectable. Recall again that a controller is said to be admissible if it internally stabilizes the system. Clearly, stability is the most basic requirement for a practical system to work. Hence any sensible controller has to be admissible.

Optimal $\mathcal{H}_{\infty}$ Control: find all admissible controllers $K(s)$ such that $\left\|T_{z w}\right\|_{\infty}$ is minimized.

It should be noted that the optimal $\mathcal{H}_{\infty}$ controllers as defined above are generally not unique for MIMO systems. Furthermore, finding an optimal $\mathcal{H}_{\infty}$ controller is often both numerically and theoretically complicated, as shown in Glover and Doyle [1989]. This is certainly in contrast with the standard $\mathcal{H}_{2}$ theory, in which the optimal controller is unique and can be obtained by solving two Riccati equations without iterations. Knowing the achievable optimal (minimum) $\mathcal{H}_{\infty}$ norm may be useful theoretically since it sets a limit on what we can achieve. However, in practice it is often not necessary and sometimes even undesirable to design an optimal controller, and it is usually much cheaper to obtain controllers that are very close in the norm sense to the optimal ones, which will be called suboptimal controllers. A subuptimal controller may also have other nice properties over optimal ones, e.g., lower bandwidth.

Suboptimal $\mathcal{H}_{\infty}$ Control: Given $\gamma>$ (1, find all admissible controllers $K(s)$, if there are any, such that $\left\|T_{z w}\right\|_{\infty}<\gamma$.

For the reasons mentioned above, we focus our attention in this book on suboptimal control. When appropriate, we briefly discuss what will happen when $\gamma$ approaches the optimal value.

### 16.2 Output Feedback $\mathcal{H}_{\infty}$ Control

### 16.2.1 Internal Stability and Input/output Stability

Now suppose $K$ is a stabilizing controller for the system $G$. Then the internal stability guarantees $T_{z w}=\mathcal{F}_{\ell}(G, K) \in \mathcal{R} \mathcal{H}_{\infty}$, but the latter does not necessarily imply the internal stability. The following lemma provides the additional (mild) conditions to the equivalence of $T_{z w}=\mathcal{F}_{\ell}(G, K) \in \mathcal{R} \mathcal{H}_{\infty}$ and internal stability of the closed-loop system. To state the lemma, we shall assume that $G$ and $K$ have the following stabilizable and detectable realizations, respectively:

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right], \quad K(s)=\left[\begin{array}{c|c}
\hat{A} & \hat{B} \\
\hline \hat{C} & \hat{D}
\end{array}\right] .
$$

Lemma 16.1 Suppose that the realizations for $G$ and $K$ are both stabilizable and detectable. Then the feedback connection $T_{z w}=\mathcal{F}_{\ell}(G, K)$ of the realizations for $G$ and $K$ is
(a) detectable if $\left[\begin{array}{cc}A-\lambda I & B_{2} \\ C_{1} & D_{12}\end{array}\right]$ has full column rank for all Re $\lambda \geq 0$;
(b) stabilizable if $\left[\begin{array}{cc}A-\lambda I & B_{1} \\ C_{2} & D_{21}\end{array}\right]$ has full row rank for all Re $\lambda \geq 0$.

Moreover, if (a) and (b) hold, then $K$ is an internally stabilizing controller if and only if $T_{z w} \in \mathcal{R} \mathcal{H}_{\infty}$.

Proof. The state-space equations for the closed-loop are:

$$
\begin{aligned}
\mathcal{F}_{\ell}(G, K) & =\left[\begin{array}{cc|c}
A+B_{2} \hat{D} L_{1} C_{2} & B_{2} L_{2} \hat{C} & B_{1}+B_{2} \hat{D} L_{1} D_{21} \\
\hat{B} L_{1} C_{2} & \hat{A}+\hat{B} L_{1} D_{22} \hat{C} & \hat{B} L_{1} D_{21} \\
\hline C_{1}+D_{12} L_{2} \hat{D} C_{2} & D_{12} L_{2} \hat{C} & D_{11}+D_{12} \hat{D} L_{1} D_{21}
\end{array}\right] \\
& =:\left[\begin{array}{c|c}
A_{c} & B_{c} \\
\hline C_{c} & D_{c}
\end{array}\right]
\end{aligned}
$$

where $L_{1}:=\left(I-D_{22} \hat{D}\right)^{-1}, L_{2}:=\left(I-\hat{D} D_{22}\right)^{-1}$.
Suppose $\mathcal{F}_{\ell}(G, K)$ has undetectable state $\left(x^{\prime}, y^{\prime}\right)^{\prime}$ and mode $\operatorname{Re} \lambda \geq 0$; then the PBH test gives

$$
\left.\begin{array}{c}
A_{c}-\lambda I \\
C_{c}
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=0
$$

This can be simplified as

$$
\left[\begin{array}{cc}
A-\lambda I & B_{2} \\
C_{1} & D_{12}
\end{array}\right]\left[\begin{array}{c}
x \\
\hat{D} L_{1} C_{2} x+L_{2} \hat{C} y
\end{array}\right]=0
$$

and

$$
\hat{B} L_{1}\left(C_{2} x+D_{22} \hat{C} y\right)+\hat{A} y-\lambda y=0
$$

Now if

$$
\left[\begin{array}{cc}
A-\lambda I & B_{2} \\
C_{1} & D_{12}
\end{array}\right]
$$

has full column rank, then $x=0$ and $\hat{C} y=0$. This implies $\hat{A} y=\lambda y$. Since $(\hat{C}, \hat{A})$ is detectable, we get $y=0$, which is a contradiction. Hence part (a) is proven, and part (b) is a dual result.

These relations will be used extensively below to simplify our development and to enable us to focus on input/output stability only.

### 16.2.2 Contraction and Stability

One of the keys to the entire development of $\mathcal{H}_{\alpha}$ theory is the fact that the contraction and internal stability is preserved under an inner linear fractional transformation.

Theorem 16.2 Consider the following feedback system:


$$
P=\left[\begin{array}{ll}
P_{11} & P_{12} \\
P_{21} & P_{22}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

Suppose that $P^{\sim} P=I, P_{21}^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$ and that $Q$ is a proper rational matrix. Then the following are equivalent:
(a) The system is internally stable, well-posed. and $\left\|T_{z w}\right\|_{\infty}<1$.
(b) $Q \in \mathcal{R H}_{\infty}$ and $\|Q\|_{\infty}<1$.

Proof. (b) $\Rightarrow$ (a). Note that since $P, Q \in \mathcal{R} \mathcal{H}_{\infty}$, the system internal stability is guaranteed if $\left(I-P_{22} Q\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$. Therefore, internal stability and well-posedness follow easily from $\left\|P_{22}\right\|_{\infty} \leq 1,\|Q\|_{\infty}<1$, and a small gain argument. (Note that $\left\|P_{22}\right\|_{\infty} \leq 1$ follows from the fact that $P_{22}$ is a compression of $P$.)

To show that $\left\|T_{z w}\right\|_{\infty}<1$, consider the closed-loop system at any frequency $s=j \omega$ with the signals fixed as complex constant vectors. Let $\|Q\|_{\infty}=: \epsilon<1$ and note that $T_{w r}=P_{21}^{-1}\left(I-P_{22} Q\right) \in \mathcal{R} \mathcal{H}_{\infty}$. Also let $\kappa:=\left\|T_{w r}\right\|_{\infty}$. Then $\|w\| \leq \kappa\|r\|$, and $P$ inner implies that $\|z\|^{2}+\|r\|^{2}=\|w\|^{2}+\|v\|^{2}$. Therefore,

$$
\left.\|z\|^{2} \leq\|w\|^{2}+\left(\epsilon^{2}-1\right)\|r\|^{2} \leq 1-\left(1-\epsilon^{2}\right) \kappa^{-2}\right]\|w\|^{2}
$$

which implies $\left\|T_{z w}\right\|_{\infty}<1$.
(a) $\Rightarrow$ (b). To show that $\|Q\|_{\infty}<1$, suppose there exist a (real or infinite) frequency $\omega$ and a constant nonzero vector $r$ such that at $s=j \omega,\|Q r\| \geq\|r\|$. Then setting $w=P_{21}^{-1}\left(I-P_{22} Q\right) r, v=Q r$ gives $v=T_{v w} u$. But as above, $P$ inner implies that $\|z\|^{2}+\|r\|^{2}=\|w\|^{2}+\|v\|^{2}$ and, hence, that $\|:\|^{2} \geq\|w\|^{2}$, which is impossible since $\left\|T_{z w}\right\|_{\infty}<1$. It follows that $\sigma_{\max }(Q(j \omega))<1$ for all $\omega$, i.e., $\|Q\|_{\infty}<1$ since $Q$ is rational.

To show $Q \in \mathcal{R} \mathcal{H}_{\infty}$, let $Q=N M^{-1}$ with $N: M \in \mathcal{R} \mathcal{H}_{\infty}$ be a right coprime factorization, i.e., there exist $X, Y \in \mathcal{R} \mathcal{H}_{\infty}$ such that $X N+Y M=I$. We shall show that $M^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$. By internal stability we have

$$
Q\left(I-P_{22} Q\right)^{-1}=N\left(M-P_{22} N\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}
$$

and

$$
\left(I-P_{22} Q\right)^{-1}=M\left(M-F_{22} N\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}
$$

Thus

$$
X Q\left(I-P_{22} Q\right)^{-1}+Y\left(I-P_{22} Q\right)^{-1}=\left(M-P_{22} N\right)^{-1} \in \mathcal{R} \mathcal{H}_{\infty}
$$

This implies that the winding number of $\operatorname{det}\left(M-P_{22} N\right)$, as $s$ traverses the Nyquist contour, equals zero. Now note the fact that, for all $s=j \omega$, $\operatorname{det} M^{-1} \neq 0$, $\operatorname{det}\left(I-\alpha P_{22} Q\right) \neq 0$ for all $\alpha$ in $[0,1]$ (this uses the fact that $\left\|P_{22}\right\|_{\infty} \leq 1$ and $\|Q\|_{\infty}<1$ ). Also, $\operatorname{det}\left(I-\alpha P_{22} Q\right)=\operatorname{det}\left(M-\alpha P_{22} N\right) \operatorname{det} M^{-1}$, and we have $\operatorname{det}\left(M-\alpha P_{22} N\right) \neq 0$ for all $\alpha$ in $[0,1]$ and all $s=j \omega$. We conclude that the winding number of $\operatorname{det} M$ also equals zero. Therefore, $Q \in \mathcal{R} \mathcal{H}_{\infty}$, and the proof is complete.

### 16.2.3 Simplifying Assumptions

In this chapter, we discuss a simplified version of $\mathcal{H}_{\infty}$ theory. The general case will be considered in the next chapter. The main reason for doing so is that the general case has its unique features but is much more involved algebraically. Involved algebra may distract attention from the essential ideas of the theory and therefore lose insight into the problem. Nevertheless, the problem considered below contains the essential features of the $\mathcal{H}_{\infty}$ theory.

The realization of the transfer matrix $G$ is taken to be of the form

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & 0 & D_{12} \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

The following assumptions are made:
(i) $\left(A, B_{1}\right)$ is stabilizable and $\left(C_{1}, A\right)$ is detectable;
(ii) $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable;
(iii) $D_{12}^{*}\left[\begin{array}{ll}C_{1} & D_{12}\end{array}\right]=\left[\begin{array}{ll}0 & I\end{array}\right]$;
(iv) $\left[\begin{array}{c}B_{1} \\ D_{21}\end{array}\right] D_{21}^{*}=\left[\begin{array}{l}0 \\ I\end{array}\right]$.

Assumption (i) is made for a technical reason: together with (ii) it guarantees that the two Hamiltonian matrices ( $H_{2}$ and $J_{2}$ in Chapter 14) in the $\mathcal{H}_{2}$ problem belong to dom(Ric). This assumption simplifies the theorem statements and proofs, but if it is relaxed, the theorems and proofs can be modified so that the given formulae are still correct, as will be seen in the next chapter. An important simplification that is a consequence of the assumption (i) is that internal stability is essentially equivalent to input-output stability ( $T_{z w} \in \mathcal{R} \mathcal{H}_{\infty}$ ). This equivalence enables us to focus only on input/output stability and is captured in Corollary 16.3 below. Of course, assumption (ii) is necessary and sufficient for $G$ to be internally stabilizable, but is not needed
to prove the equivalence of internal stability and $T_{z w} \in \mathcal{R} \mathcal{H}_{\infty}$. (Readers should be clear that this does not mean that the realization for $G$ need not be stabilizable and detectable. In point of fact, the internal stability and input-output stability can never be equivalent if either $G$ or $K$ has unstabilizable or undetectable modes.)

Corollary 16.3 Suppose that assumptions (i), (iii), and (iv) hold. Then a controller $K$ is admissible iff $T_{z w} \in \mathcal{R} \mathcal{H}_{\infty}$.

Proof. The realization for plant $G$ is stabilizable and detectable by assumption (i). We only need to verify that the rank conditions of the two matrices in Lemma 16.1 are satisfied. Now suppose assumptions (i) and (iii) are satisfied and let $D_{\perp}$ be such that $\left[\begin{array}{cc}D_{12} & D_{\perp}\end{array}\right]$ is a unitary matrix. Then

$$
\begin{aligned}
\operatorname{rank}\left[\begin{array}{cc}
A-\lambda I & B_{2} \\
C_{1} & D_{12}
\end{array}\right] & =\operatorname{rank}\left[\begin{array}{cc}
I & 0 \\
0 & {\left[\begin{array}{c}
D_{12}^{*} \\
D_{\perp}^{*}
\end{array}\right]}
\end{array}\right]\left[\begin{array}{cc}
A-\lambda I & B_{2} \\
C_{1} & D_{12}
\end{array}\right] \\
& =\operatorname{rank}\left[\begin{array}{c}
A-\lambda I \\
0 \\
D_{\perp}^{*} C_{1}
\end{array}\right]\left[\begin{array}{c}
B_{2} \\
0
\end{array}\right]
\end{aligned}
$$

So

$$
\left[\begin{array}{cc}
A-\lambda I & B_{:} \\
C_{1} & D_{12}
\end{array}\right]
$$

has full column rank for all $\operatorname{Re} \lambda \geq 0$ iff

$$
\left[\begin{array}{c}
A-\lambda I \\
D_{\perp}^{*} C_{1}
\end{array}\right]
$$

has full column rank. However, the last matrix has full rank for all $\operatorname{Re} \lambda \geq 0 \mathrm{iff}\left(D_{\perp}^{*} C_{1}, A\right)$ is detectable. Since $D_{\perp}\left(D_{\perp}^{*} C_{1}\right)=\left(I-D_{12} D_{12}^{*} C_{1}=C_{1},\left(D_{\perp}^{*} C_{1}, A\right)\right.$ is detectable iff ( $C_{1}, A$ ) is detectable. The rank condition for the other matrix follows by duality.

Two additional assumptions that are implicit in the assumed realization for $G(s)$ are that $D_{11}=0$ and $D_{22}=0$. As we have mentioned many times, $D_{22} \neq 0$ does not pose any problem since it is easy to form an equivalent problem with $D_{22}=0$ by a linear fractional transformation on the controller $K(s)$. However, relaxing the assumption $D_{11}=0$ complicates the formulae substantially, as will be seen in the next chapter.

### 16.2.4 Suboptimal $\mathcal{H}_{\infty}$ Controllers

In this subsection, we present the necessary and sufficient conditions for the existence of an admissible controller $K(s)$ such that $\left\|T_{z w}\right\|_{x}<\gamma$ for a given $\gamma$, and, furthermore,
if the necessary and sufficient conditions are satisfied, we characterize all admissible controllers that satisfy the norm condition. The proofs of these results will be given in the later sections. Let $\gamma_{o p t}:=\min \left\{\left\|T_{z w}\right\|_{\infty}: K(s)\right.$ admissible $\}$, i.e., the optimal level. Then, clearly, $\gamma$ must be greater than $\gamma_{o p t}$ for the existence of suboptimal $\mathcal{H}_{\infty}$ controllers. In Section 16.9 we will briefly discuss how to find an admissible $K$ to minimize $\left\|T_{z w}\right\|_{\infty}$. Optimal $\mathcal{H}_{\infty}$ controllers are more difficult to characterize than suboptimal ones, and this is one major difference between the $\mathcal{H}_{\infty}$ and $\mathcal{H}_{2}$ results. Recall that similar differences arose in the norm computation problem as well.

The $\mathcal{H}_{\infty}$ solution involves the following two Hamiltonian matrices:

$$
H_{\infty}:=\left[\begin{array}{cc}
A & \gamma^{-2} B_{1} B_{1}^{*}-B_{2} B_{2}^{*} \\
-C_{1}^{*} C_{1} & -A^{*}
\end{array}\right], \quad J_{\infty}:=\left[\begin{array}{cc}
A^{*} & \gamma^{-2} C_{1}^{*} C_{1}-C_{2}^{*} C_{2} \\
-B_{1} B_{1}^{*} & -A
\end{array}\right]
$$

The important difference here from the $\mathcal{H}_{2}$ problem is that the (1,2)-blocks are not sign definite, so we cannot use Theorem 13.7 in Chapter 13 to guarantee that $H_{\infty} \in \operatorname{dom}($ Ric $)$ or $\operatorname{Ric}\left(H_{\infty}\right) \geq 0$. Indeed, these conditions are intimately related to the existence of $\mathcal{H}_{\infty}$ suboptimal controllers. Note that the (1,2)-blocks are a suggestive combination of expressions from the $\mathcal{H}_{\infty}$ norm characterization in Chapter 4 (or bounded real ARE in Chapter 13) and from the $\mathcal{H}_{2}$ synthesis of Chapter 14. It is also clear that if $\gamma$ approaches infinity, then these two Hamiltonian matrices become the corresponding $\mathcal{H}_{2}$ control Hamiltonian matrices. The reasons for the form of these expressions should become clear through the discussions and proofs for the following theorem.

Theorem 16.4 There exists an admissible controller such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ iff the following three conditions hold:
(i) $H_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ and $X_{\infty}:=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$;
(ii) $J_{\infty} \in \operatorname{dom}($ Ric $)$ and $Y_{\infty}:=\operatorname{Ric}\left(J_{\infty}\right) \geq 0$;
(iii) $\rho\left(X_{\infty} Y_{\infty}\right)<\gamma^{2}$.

Moreover, when these conditions hold, one such controller is

$$
K_{s u b}(s):=\left[\begin{array}{c|c}
\hat{A}_{\infty} & -Z_{\infty} L_{\infty} \\
\hline F_{\infty} & 0
\end{array}\right]
$$

where

$$
\begin{gathered}
\hat{A}_{\infty}:=A+\gamma^{-2} B_{1} B_{1}^{*} X_{\infty}+B_{2} F_{\infty}+Z_{\infty} L_{\infty} C_{2} \\
F_{\infty}:=-B_{2}^{*} X_{\infty}, \quad L_{\infty}:=-Y_{\infty} C_{2}^{*}, \quad Z_{\infty}:=\left(I-\gamma^{-2} Y_{\infty} X_{\infty}\right)^{-1}
\end{gathered}
$$

The $\mathcal{H}_{\infty}$ controller displayed in Theorem 16.4 , which is often called the central controller or minimum entropy controller, has certain obvious similarities to the $\mathcal{H}_{2}$ controller as well as some important differences. Although not as apparent as in the $\mathcal{H}_{2}$ case, the $\mathcal{H}_{\infty}$ controller also has an interesting separation structure. Furthermore,
each of the conditions in the theorem can be g.ven a system-theoretic interpretation in terms of this separation. These interpretations, given in Section 16.8 , require the filtering and full information (i.e., state feedback results in sections 16.7 and 16.4. The proof of Theorem 16.4 is constructed out of these results as well. The term central controller will be obvious from the parameterization of all suboptimal controllers given below, while the meaning of minimum entropy will be discussed in Section 16.10.1.

The following theorem parameterizes the con rollers that achieve a suboptimal $\mathcal{H}_{\infty}$ norm less than $\gamma$.

Theorem 16.5 If conditions (i) to (iii) in Th, orem 16.4 are satisfied, the set of all admissible controllers such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ equals the set of all transfer matrices from $y$ to $u$ in


$$
M_{\infty}(s)=\left[\begin{array}{c|cc}
\hat{A}_{\infty} & -Z_{\infty} L_{\infty} & Z_{\infty} B_{2} \\
\hline F_{\infty} & 0 & I \\
-C_{2} & I & 0
\end{array}\right]
$$

where $Q \in \mathcal{R} \mathcal{H}_{\infty},\|Q\|_{\infty}<\gamma$.
As in the $\mathcal{H}_{2}$ case, the suboptimal controllers are parameterized by a fixed linearfractional transformation with a free parameter $Q$. With $Q=0$ (at the "center" of the set $\|Q\|_{\infty}<\gamma$ ), we recover the central controller $K_{\text {sub }}(s)$.

### 16.3 Motivation for Special Problems

Although the proof for output feedback results will be given later, we shall now try to give some ideas for approaching the problem. Specifically, we try to motivate the study of the OE (and hence other special problems) and show how this problem arises naturally in proving the output feedback results. The key s to use the fact that contraction and internal stability are preserved under an inner linear fractional transformation, which is Theorem 16.2. Assuming that $X_{\infty}$ exists, we will show that the general output feedback problem boils down to an output estimation problem which can be solved easily if a state feedback or full information control problenn can be solved.

Suppose $X_{\infty}:=\operatorname{Ric}\left(H_{\infty}\right)$ exists. Then $X_{\infty}$ satisfies the following Riccati equation:

$$
\begin{equation*}
\left.A^{*} X_{\infty}+X_{\infty} A+C_{1}^{*} C_{1}+\gamma^{-2} X_{\infty} B_{1} B_{1}^{*}\right)_{\infty}-X_{\infty} B_{2} B_{2}^{*} X_{\infty}=0 \tag{16.1}
\end{equation*}
$$

Let $x$ denote the state of $G$ with respect to a giveı input $w$, and then we can differentiate $x(t)^{*} X_{\infty} x(t)$ :

$$
\frac{d}{d t}\left(x^{*} X_{\infty} x\right)=\dot{x}^{*} X_{\infty}:!+x^{*} X_{\infty} \dot{x}
$$

$$
=x^{*}\left(A^{*} X_{\infty}+X_{\infty} A\right) x+2\left\langle w, B_{1}^{*} X_{\infty} x\right\rangle+2\left\langle u, B_{2}^{*} X_{\infty} x\right\rangle
$$

Using the Riccati equation for $X_{\infty}$ to substitute in for $A^{*} X_{\infty}+X_{\infty} A$ gives
$\frac{d}{d t}\left(x^{*} X_{\infty} x\right)=-\left\|C_{1} x\right\|^{2}-\gamma^{-2}\left\|B_{1}^{*} X_{\infty} x\right\|^{2}+\left\|B_{2}^{*} X_{\infty} x\right\|^{2}+2\left\langle w, B_{1}^{*} X_{\infty} x\right\rangle+2\left\langle u, B_{2}^{*} X_{\infty} x\right\rangle$.
Finally, completion of the squares along with orthogonality of $C_{1} x$ and $D_{12} u$ gives the key equation

$$
\begin{equation*}
\frac{d}{d t}\left(x^{*} X_{\infty} x\right)=-\|z\|^{2}+\gamma^{2}\|w\|^{2}-\gamma^{2}\left\|w-\gamma^{-2} B_{1}^{*} X_{\infty} x\right\|^{2}+\left\|u+B_{2}^{*} X_{\infty} x\right\|^{2} \tag{16.2}
\end{equation*}
$$

Assume $x(0)=x(\infty)=0, w \in \mathcal{L}_{2+}$, and integrate (16.2) from $t=0$ to $t=\infty$ :

$$
\begin{equation*}
\|z\|_{2}^{2}-\gamma^{2}\|w\|_{2}^{2}=\left\|u+B_{2}^{*} X_{\infty} x\right\|_{2}^{2}-\gamma^{2}\left\|w-\gamma^{-2} B_{1}^{*} X_{\infty} x\right\|_{2}^{2}=\|v\|_{2}^{2}-\gamma^{2}\|r\|_{2}^{2} \tag{16.3}
\end{equation*}
$$

where

$$
\begin{equation*}
v:=u+B_{2}^{*} X_{\infty} x, \quad r:=w-\gamma^{-2} B_{1}^{*} X_{\infty} x \tag{16.4}
\end{equation*}
$$

With these new defined variables, the closed-loop system can be expressed as two interconnected subsystems below:

$$
\left[\begin{array}{c}
\dot{x} \\
z \\
\gamma r
\end{array}\right]=\left[\begin{array}{ccc}
A_{F_{\infty}} & \gamma^{-1} B_{1} & B_{2} \\
C_{1 F_{\infty}} & 0 & D_{12} \\
-\gamma^{-1} B_{1}^{*} X_{\infty} & I & 0
\end{array}\right]\left[\begin{array}{c}
x \\
\gamma w \\
v
\end{array}\right] \quad \begin{array}{ll}
A_{F_{\infty}} & :=A+B_{2} F_{\infty} \\
C_{1 F_{\infty}} & :=C_{1}+D_{12} F_{\infty}
\end{array}
$$

and

$$
\left[\begin{array}{c}
\dot{x} \\
v \\
y
\end{array}\right]=\left[\begin{array}{ccc}
A_{t m p} & B_{1} & B_{2} \\
-F_{\infty} & 0 & I \\
C_{2} & D_{21} & 0
\end{array}\right]\left[\begin{array}{c}
x \\
r \\
u
\end{array}\right] \quad A_{t m p}:=A+\gamma^{-2} B_{1} B_{1}^{*} X_{\infty}
$$

where $F_{\infty}$ is defined as in Section 16.2.4. This is shown in the following diagram:

where

$$
P:=\left[\begin{array}{cc}
P_{11} & P_{12}  \tag{16.5}\\
P_{21} & P_{22}
\end{array}\right]=\left[\begin{array}{c|cc}
A_{F_{\mathrm{c}}} & \gamma^{-1} B_{1} & B_{2} \\
\hline C_{1 F} & 0 & D_{12} \\
-\gamma^{-1} B^{*} X_{\infty} & I & 0
\end{array}\right]
$$

and

$$
G_{t m p}=\left[\begin{array}{c|cc}
A_{t m p} & E_{1} & B_{2}  \tag{16.6}\\
\hline-F_{\infty} & \ddots & I \\
C_{2} & D_{2!} & 0
\end{array}\right]
$$

The equality (16.3) motivates the change of variables to $r$ and $v$ as in (16.4), and these variables provide the connection between $T_{z w}$ and $T_{v r}$. Note that $T_{z(\gamma w)}=\gamma^{-1} T_{z w}$ and $T_{v(\gamma r)}=\gamma^{-1} T_{v r}$. It is immediate from equality (16.3) that $\left\|T_{z w}\right\|_{\infty} \leq \gamma$ iff $\left\|T_{v r}\right\|_{\infty} \leq \gamma$. While this is the basic idea behind the proof of Lemma 16.8 below, the details needed for strict inequality and internal stability require a bit more work.

Note that $w_{\text {worst }}:=\gamma^{-2} B_{1}^{*} X_{\infty} x$ is the worst disturbance input in the sense that it maximizes the quantity $\|z\|_{2}^{2}-\gamma^{2}\|w\|_{2}^{2}$ in (16.3) for the minimizing value of $u=$ $-B_{2}^{*} X_{\infty} x$. Equation (16.3) also suggests that $u:=-B_{2}^{*} X_{\infty} x$ is a suboptimal control for a full information (FI) problem if the state $x$ is available. This will be shown later. In terms of the OE problem for $G_{t m p}$, the output being estimated is the optimal FI control input $F_{\infty} x$ and the new disturbance $r$ is offset b! the "worst case" FI disturbance input $w_{\text {worst }}$.

Notice the structure of $G_{t m p}$ : it is an OE problem. We will show below that the output feedback can indeed be transformed into the OE problem. To show this we first need to prove some preliminary facts.

Lemma 16.6 Suppose $H_{\infty} \in \operatorname{dom}($ Ric $)$ and $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right)$. Then $A_{F_{\infty}}=A+B_{2} F_{\infty}$ is stable iff $X_{\infty} \geq 0$.

Proof. Re-arrange the Riccati equation for $\mathcal{S}_{\infty}$ and use the definition of $F_{\infty}$ and $C_{1 F_{\infty}}$ to get

$$
A_{F_{\infty}}^{*} X_{\infty}+X_{\infty} A_{F_{\infty}}+\left[\begin{array}{c}
C_{1 F_{\infty}}  \tag{16.7}\\
-\gamma^{-1} B_{1}^{*} X_{\infty}
\end{array}\right]^{*}\left[\begin{array}{c}
C_{1 F_{\infty}} \\
-\gamma^{-1} B_{1}^{*} X_{\infty}
\end{array}\right]=0
$$

Since $H_{\infty} \in \operatorname{dom}(\operatorname{Ric}),\left(A_{F_{\infty}}+\gamma^{-2} B_{1} B_{1}^{*} X_{\infty}\right)$ is stable and hence $\left(B_{1}^{*} X_{\infty}, A_{F_{\infty}}\right)$ is detectable. Then from standard results on Lyapunov equations (see Lemma 3.19), $A_{F_{\infty}}$ is stable iff $X_{\infty} \geq 0$.

Equation (16.3) can be written as

$$
\|z\|_{2}^{2}+\|\gamma r\|_{2}^{2}=\|\gamma u\|_{2}^{2}+\|v\|_{2}^{2}
$$

This suggests that $P$ might be inner when $X_{\infty} \geq 0$, which is verified by the following lemma.

Lemma 16.7 If $H_{\infty} \in \operatorname{dom}($ Ric $)$ and $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$, then $P$ in (16.5) is in $\mathcal{R} \mathcal{H}_{\infty}$ and inner, and $P_{21}^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$.

Proof. By Lemma 16.6, $A_{F_{\infty}}$ is stable. So $P \in \mathcal{R} \mathcal{H}_{\infty}$. That $P$ is inner ( $P^{\sim} P=I$ ) follows from Lemma 13.29 upon noting that the observability Gramian of $P$ is $X_{\infty}$ (see (16.7)) and

$$
\left[\begin{array}{cc}
0 & I \\
D_{12}^{*} & 0
\end{array}\right]\left[\begin{array}{c}
C_{1 F_{\infty}} \\
-\gamma^{-1} B_{1}^{*} X_{\infty}
\end{array}\right]+\left[\begin{array}{c}
\gamma^{-1} B_{1}^{*} \\
B_{2}^{*}
\end{array}\right] X_{\infty}=0
$$

Finally, the state matrix for $P_{21}^{-1}$ is $\left(A_{F_{\infty}}+\gamma^{-2} B_{1} B_{1}^{*} X_{\infty}\right)$, which is stable by definition. Thus, $P_{21}^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$.

The following lemma connects these two systems $T_{z w}$ and $T_{v r}$, which is the central part of the separation argument in Section 16.8.2. Recall that internal and inputoutput stability are equivalent for admissibility of $K$ in the output feedback problem by Corollary 16.3 .

Lemma 16.8 Assume $H_{\infty} \in \operatorname{dom}($ Ric $)$ and $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$. Then $K$ is admissible for $G$ and $\left\|T_{z w}\right\|_{\infty}<\gamma$ iff $K$ is admissible for $G_{t m p}$ and $\left\|T_{v r}\right\|_{\infty}<\gamma$.

Proof. We may assume without loss of generality that the realization of $K$ is stabilizable and detectable. Recall from Corollary 16.3 that internal stability for $T_{z w}$ is equivalent to $T_{z w} \in \mathcal{R} \mathcal{H}_{\infty}$. Similarly since

$$
\left[\begin{array}{cc}
A_{t m p}-\lambda I & B_{1} \\
C_{2} & D_{21}
\end{array}\right]=\left[\begin{array}{cc}
A-\lambda I & B_{1} \\
C_{2} & D_{21}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
\gamma^{-2} B_{1}^{*} X_{\infty} & I
\end{array}\right]
$$

has full row rank for all $\operatorname{Re}(\lambda) \geq 0$ and since

$$
\operatorname{det}\left[\begin{array}{cc}
A_{t m p}-\lambda I & B_{2} \\
-F_{\infty} & I
\end{array}\right]=\operatorname{det}\left(A_{t m p}+B_{2} F_{\infty}-\lambda I\right) \neq 0
$$

for all $\operatorname{Re}(\lambda) \geq 0$ by the stability of $A_{t m p}+B_{2} F_{\infty}$, we have that

$$
\left[\begin{array}{cc}
A_{t m p}-\lambda I & B_{2} \\
-F_{\infty} & I
\end{array}\right]
$$

has full column rank. Hence by Lemma 16.1 the internal stability of $T_{v r}$, i.e., the internal stability of the subsystem consisting of $G_{t m p}$ and controller $K$, is also equivalent to $T_{v r} \in \mathcal{R} \mathcal{H}_{\infty}$. Thus internal stability is equivalent to input-output stability for both $G$ and $G_{t m p}$. This shows that $K$ is an admissible controller for $G$ if and only if it is admissible for $G_{t m p}$. Now it follows from Theorem 16.2 and Lemma 16.7 along
with the above block diagram that $\left\|T_{z(\gamma w)}\right\|_{\infty}<1$ iff $\left\|T_{v(\gamma r)}\right\|_{\infty}<1$ or, equivalently, $\left\|T_{z w}\right\|_{\infty}<\gamma$ iff $\left\|T_{v r}\right\|_{\infty}<\gamma$.

From the previous analysis, it is clear that to solve the output feedback problem we need to show
(a) $H_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ and $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$;
(b) $\left\|T_{v r}\right\|_{\infty}<\gamma$.

To show ( $a$ ), we need to solve a FI problem. The problem ( $b$ ) is an OE problem which can be solved by using the relationship between FC and OE problems in Chapter 12, while the FC problem can be solved by using the FI solution through duality. So in the sections to follow, we will focus on these special problems.

### 16.4 Full Information Control

Our system diagram in this section is standard as before

with

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & 0 & D_{12} \\
{\left[\begin{array}{c}
I \\
0
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
I
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
0
\end{array}\right]}
\end{array}\right]
$$

The $\mathcal{H}_{\infty}$ problem corresponding to this setup again is not, strictly speaking, a special case of the output feedback problem because it does not satisfy all of the assumptions. In particular, it should be noted that for the FI (and FC in the next section) problem, internal stability is not equivalent to $T_{z w} \in \mathcal{R} \mathcal{H}_{: x}$ since

$$
\left[\begin{array}{cc}
A-\lambda I & B_{1} \\
{\left[\begin{array}{c}
I \\
0
\end{array}\right]} & {\left[\begin{array}{l}
0 \\
I
\end{array}\right]}
\end{array}\right]
$$

can never have full row rank, although this presents no difficulties in solving this problem. We simply must remember that in the FI case, $K$ admissible means internally stabilizing, not just $T_{z w} \in \mathcal{R} \mathcal{H}_{\infty}$.

We have seen that in the $\mathcal{H}_{2}$ FI case, the optimal controller uses just the state x even though the controller is provided with full information. We will show below that, in the $\mathcal{H}_{\infty}$ case, a suboptimal controller exists which also uses just $x$. This case could have been restricted to state feedback, which is more traditional, but we believe that, once one gets outside the pure $\mathcal{H}_{2}$ setting, the full information problem is more fundamental and more natural than the state feedback problem.

One setting in which the full information case is more natural occurs when the parameterization of all suboptimal controllers is considered. It is also appropriate when studying the general case when $D_{11} \neq 0$ in the next chapter or when $\mathcal{H}_{\infty}$ optimal (not just suboptimal) controllers are desired. Even though the optimal problem is not studied in detail in this book, we want the methods to extend to the optimal case in a natural and straightforward way.

The assumptions relevant to the FI problem which are inherited from the output feedback problem are
(i) $\left(C_{1}, A\right)$ is detectable;
(ii) $\left(A, B_{2}\right)$ is stabilizable;
(iii) $D_{12}^{*}\left[\begin{array}{ll}C_{1} & D_{12}\end{array}\right]=\left[\begin{array}{lll}\mathbf{0} & \mathbf{I}\end{array}\right]$.

Assumptions (iv) and the second part of (ii) for the general output feedback case have been effectively strengthened because of the assumed structure for $C_{2}$ and $D_{21}$.

Theorem 16.9 There exists an admissible controller $K(s)$ for the FI problem such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ if and only if $H_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ and $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$. Furthermore, if these conditions are satisfied, a class of admissible controllers satisfying $\left\|T_{z w}\right\|_{\infty}<\gamma$ can be parameterized as

$$
\begin{equation*}
K(s)=\left[F_{\infty}-\gamma^{-2} Q(s) B_{1}^{*} X_{\infty} \quad Q(s)\right] \tag{16.8}
\end{equation*}
$$

where $Q \in \mathcal{R} \mathcal{H}_{\infty},\|Q\|_{\infty}<\gamma$.
It is easy to see by comparing the $\mathcal{H}_{\infty}$ solution with the corresponding $\mathcal{H}_{2}$ solution that a fundamental difference between $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ controllers is that the $\mathcal{H}_{\infty}$ controller depends on the disturbance through $B_{1}$ whereas the $\mathcal{H}_{2}$ controller does not. This difference is essentially captured by the necessary and sufficient conditions for the existence of a controller given in Theorem 16.9. Note that these conditions are the same as condition (i) in Theorem 16.4.

The two individual conditions in Theorem 16.9 may each be given their own interpretations. The condition that $H_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ implies that $X_{\infty}:=\operatorname{Ric}\left(H_{\infty}\right)$ exists and $K(s)=\left[\begin{array}{ll}F_{\infty} & 0\end{array}\right]$ gives $T_{z w}$ as

$$
T_{z w}=\left[\begin{array}{c|c}
A_{F_{\infty}} & B_{1}  \tag{16.9}\\
\hline C_{1 F_{\infty}} & 0
\end{array}\right] \quad \begin{aligned}
& A_{F_{\infty}}=A+B_{2} F_{\infty} \\
& C_{1 F_{\infty}}=C_{1}+D_{12} F_{\infty}
\end{aligned}
$$

Furthermore, since $T_{z w}=\gamma P_{11}$ and $P_{11}^{\sim} P_{11}=I-P_{21}^{\sim} P_{21}$ by $P^{\sim} P=I$, we have $\left\|P_{11}\right\|_{\infty}<1$ and $\left\|T_{z w}\right\|_{\infty}=\gamma\left\|P_{11}\right\|_{\infty}<\gamma$. The further condition that $X_{\infty} \geq 0$ is equivalent, by Lemma 16.6 , to this $K$ stabilizing $T_{z w}$.

Remark 16.1 Given that $H_{\infty} \in \operatorname{dom}($ Ric $)$ and $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$, there is an intuitive way to see why a class of controllers can be parameterized in the form of (16.8). Recall the following equality from equation (16.3):

$$
\|z\|_{2}^{2}-\gamma^{2}\|w\|_{2}^{2}=\left\|u+B_{2}^{*} X_{\infty} x\right\|_{2}^{2}-\gamma^{2}\left\|w-\gamma^{-2} B_{1}^{*} X_{\infty} x\right\|_{2}^{2}=\|v\|_{2}^{2}-\gamma^{2}\|r\|_{2}^{2}
$$

$\left\|T_{z w}\right\|_{\infty}<\gamma$ means that $\|z\|_{2}^{2}-\gamma^{2}\|w\|_{2}^{2}<0$ for $w \neq 0$. This implies that $r \neq 0$ and $\|v\|_{2}^{2}-\gamma^{2}\|r\|_{2}^{2}<0$. Now all $v$ satisfying this inequality can be written as $v=Q r$ for $Q \in \mathcal{R} \mathcal{H}_{\infty}$ and $\|Q\|_{\infty}<\gamma$ or as $u+B_{2}^{*} X_{c} x=Q\left(w-\gamma^{-2} B_{1}^{*} X_{\infty} x\right)$. This gives equation (16.8).

We shall now prove the theorem.

Proof. $(\Rightarrow)$ For simplicity, in the proof to follow we assume that the system is normalized such that $\gamma=1$. Further, we will show that we can, without loss of generality, strengthen the assumption on $\left(C_{1}, A\right)$ from detectable to observable. Suppose there exists an admissible controller $\hat{K}=\left[\begin{array}{c|cc}\hat{A} & \hat{B}_{1} & \hat{B}_{2} \\ \hline \hat{C} & \hat{D}_{1} & \hat{D}_{2}\end{array}\right]$ such that $\left\|T_{z w}\right\|_{\infty}<1$. If $\left(C_{1}, A\right)$ is detectable but not observable, then change coor inates for the state of $G$ to $\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]$ with $x_{2}$ unobservable, $\left(C_{11}, A_{11}\right)$ observable, and $A_{22}$ stable, giving the following closed-loop state equations:

$$
\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{\hat{x}} \\
z \\
u
\end{array}\right]=\left[\begin{array}{ccccc}
A_{11} & 0 & 0 & B_{11} & B_{21} \\
A_{21} & A_{22} & 0 & B_{12} & B_{22} \\
\hat{B}_{11} & \hat{B}_{12} & \hat{A} & \hat{B}_{2} & 0 \\
C_{11} & 0 & 0 & 0 & D_{12} \\
\hat{D}_{11} & \hat{D}_{12} & \hat{C} & \hat{D}_{2} & 0
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\hat{x} \\
w \\
u
\end{array}\right] .
$$

If we take a new plant $G_{o b s}$ with state $x_{1}$ ard output $z$ and group the rest of the equations as a new controller $K_{o b s}$ with the state made up of $x_{2}$ and $\hat{x}$, then

$$
G_{o b s}(s)=\left[\begin{array}{c|cc}
A_{11} & B_{11} & B_{21} \\
\hline C_{11} & 0 & D_{12} \\
{\left[\begin{array}{l}
I \\
0
\end{array}\right]} & {\left[\begin{array}{l}
0 \\
I
\end{array}\right]} & {\left[\begin{array}{l}
0 \\
0
\end{array}\right]}
\end{array}\right]
$$

still satisfies the assumptions of the FI problem and is stabilized by $K_{o b s}$ with the closed-loop $\mathcal{H}_{\infty}$ norm $\left\|T_{z w}\right\|_{\infty}<1$ where

$$
K_{o b s}=\left[\begin{array}{cc|cc}
A_{22}+B_{22} \hat{D}_{12} & B_{22} \hat{C} & A_{21}+B_{22} \hat{D}_{11} & B_{12}+B_{22} \hat{D}_{2} \\
\hat{B}_{12} & \hat{A} & \hat{B}_{11} & \hat{B}_{2} \\
\hline \hat{D}_{12} & \hat{C} & \hat{D}_{11} & \hat{D}_{2}
\end{array}\right]
$$

If we now show that there exists $\hat{X}_{\infty}>0$ solving the $H_{\infty}$ Riccati equation for $G_{o b s}$, i.e.,

$$
\hat{X}_{\infty}=\operatorname{Ric}\left[\begin{array}{cc}
A_{11} & B_{11} B_{11}^{*}-B_{21} B_{21}^{*} \\
-C_{11}^{*} C_{11} & -A_{11}^{*}
\end{array}\right]
$$

then

$$
\operatorname{Ric}\left(H_{\infty}\right)=X_{\infty}=\left[\begin{array}{cc}
\hat{X}_{\infty} & 0 \\
0 & 0
\end{array}\right] \geq 0
$$

exists for $G$. We can therefore assume without loss of generality that $\left(C_{1}, A\right)$ is observable.

We shall suppose that there exists an admissible controller such that $\left\|T_{z w}\right\|_{\infty}<1$. But note that the existence of an admissible controller such that $\left\|T_{z w}\right\|_{\infty}<1$ is equivalent to that the admissible controller makes $\sup _{w \in \mathcal{B} \mathcal{L}_{2+}}\|z\|_{2}<1$; hence, it is necessary that

$$
\sup _{w \in \mathcal{B} \mathcal{L}_{2+}} \min _{u \in \mathcal{L}_{2+}}\|z\|_{2}<1
$$

since the latter is always no greater than the former by the fact that the set of signals $u$ generated from admissible controllers is a subset of $\mathcal{L}_{2+}$. But from Theorem 15.9, the latter is true if and only if $H_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ and $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right)>0$. Hence the necessity is proven.
$(\Leftarrow)$ Suppose $H_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ and $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$ and suppose $K(s)$ is an admissible controller such that $\left\|T_{z w}\right\|_{\infty}<1$. Again change variables to $v:=u-F_{\infty} x$ and $r:=w-B_{1}^{*} X_{\infty} x$, so that the closed-loop system is as shown below:

$P=\left[\begin{array}{cc}P_{11} & P_{12} \\ P_{21} & P_{22}\end{array}\right]=\left[\begin{array}{c|cc}A_{F_{\infty}} & B_{1} & B_{2} \\ \hline C_{1 F_{\infty}} & 0 & D_{12} \\ -B_{1}^{*} X_{\infty} & I & 0\end{array}\right]$

By Lemma $16.7, P$ is inner and $P_{21}^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$. By Theorem 16.2 the system is internally stable and $\left\|T_{z w}\right\|_{\infty}<1$ iff $T_{v r} \in \mathcal{R} \mathcal{H}_{\infty}$ and $\left\|T_{v r}\right\|_{\infty}<1$. Now denote $Q:=T_{v r}$, then
$v=Q r$ and

$$
\begin{aligned}
v & =u-F_{\infty} x=\left(K-\left[\begin{array}{ll}
F_{\infty} & 0
\end{array}\right]\right)\left[\begin{array}{l}
x \\
w
\end{array}\right] \\
r & =w-B_{1}^{*} X_{\infty} x=\left[\begin{array}{ll}
-B_{1}^{*} X_{\infty} & I
\end{array}\right]\left[\begin{array}{c}
x \\
w
\end{array}\right] .
\end{aligned}
$$

Hence we have

$$
\left(K-\left[\begin{array}{ll}
F_{\infty} & 0
\end{array}\right]\right)\left[\begin{array}{l}
x \\
w
\end{array}\right]=Q\left[\begin{array}{ll}
-B_{1}^{*} X_{\infty} & I
\end{array}\right]\left[\begin{array}{l}
x \\
w
\end{array}\right]
$$

Thus

$$
K-\left[\begin{array}{ll}
F_{\infty} & 0
\end{array}\right]=Q\left[\begin{array}{cc}
\cdots B_{1}^{*} X_{\infty} & I
\end{array}\right]
$$

or

$$
K(s)=\left[\begin{array}{ll}
F_{\infty}-Q(s) B_{1}^{*} X_{\infty} & Q(s), \quad Q \in \mathcal{R} \mathcal{H}_{\infty},\|Q\|_{\infty}<1
\end{array}\right.
$$

is a class of suboptimal controllers.

Remark 16.2 It should be emphasized that the set of controllers given above does not parameterize all controllers although it is sufficient for the purpose of deriving the output feedback results. It is clear that there is a suboptimal controller $K_{1}=\left[\begin{array}{ll}F_{1} & 0\end{array}\right]$ with $F_{1} \neq F_{\infty}$; however, there is no choice of $Q$ such that $K_{1}$ belongs to the set. Nevertheless, this problem will not occur in output feedback case.

The following theorem gives all full informat on controllers.
Theorem 16.10 Suppose the condition in Theorem 16.9 is satisfied; then all admissible controllers satisfying $\left\|T_{z w}\right\|_{\infty}<\gamma$ can be parameterized as $K=\mathcal{F}_{\ell}\left(M_{F I}, Q\right)$ :


$$
M_{F I}(s)=\left[\begin{array}{c|cc}
A+B_{2} F_{\infty} & {\left[\begin{array}{cc}
0 & B_{1}
\end{array}\right]} & B_{2} \\
\hline 0 \\
{\left[\begin{array}{c}
-I \\
0
\end{array}\right]} & \left.\begin{array}{cc}
F_{\infty} & 0
\end{array}\right] & I \\
I & 0 \\
-\gamma^{-2} B_{1}^{*} X_{\infty} & I
\end{array}\right] \quad 0
$$

where $Q=\left[\begin{array}{ll}Q_{1} & Q_{2}\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ and $\left\|Q_{2}\right\|_{\infty}<\because$
Remark 16.3 It is simple to verify that for $Q_{1}=0$, we have

$$
K=\left[\begin{array}{ll}
F_{\infty}-\gamma^{-2} Q_{2} B_{i}^{\prime} X_{\infty} & Q_{2}
\end{array}\right]
$$

which is the parameterization given in Theorem 16.9. The parameterization of all suboptimal FC controllers follows by duality and, therefore, are omitted.

Proof. We only need to show that $\mathcal{F}_{\ell}\left(M_{F I}, Q\right)$ with $\left\|Q_{2}\right\|_{\infty}<\gamma$ parameterizes all FI $\mathcal{H}_{\infty}$ suboptimal controllers. To show that, we shall make a change of variables as before:

$$
v=u+B_{2}^{*} X_{\infty} x, \quad r=w-\gamma^{-2} B_{1}^{*} X_{\infty} x
$$

Then the system equations can be written as follows:

$$
\left[\begin{array}{c}
\dot{x} \\
z \\
\gamma r
\end{array}\right]=\left[\begin{array}{ccc}
A_{F_{\infty}} & \gamma^{-1} B_{1} & B_{2} \\
C_{1 F_{\infty}} & 0 & D_{12} \\
-\gamma^{-1} B_{1}^{*} X_{\infty} & I & 0
\end{array}\right]\left[\begin{array}{c}
x \\
\gamma w \\
v
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
\dot{x} \\
v \\
y
\end{array}\right]=\left[\begin{array}{ccc}
A_{t m p} & B_{1} & B_{2} \\
-F_{\infty} & 0 & I \\
I \\
{\left[\begin{array}{c}
0 \\
\gamma^{-2} B_{1}^{*} X_{\infty}
\end{array}\right]} & 0
\end{array}\right]\left[\begin{array}{c}
x \\
r \\
u
\end{array}\right]
$$

where $A_{t m p}:=A+\gamma^{-2} B_{1} B_{1}^{*} X_{\infty}$.
This is shown pictorially in the following diagram:

where $P$ is as given in equation (16.5) and

$$
\hat{G}_{F I}=\left[\begin{array}{c|cc}
A_{t m p} & B_{1} & B_{2} \\
\hline\left[\begin{array}{c}
-F_{\infty} \\
I \\
\gamma^{-2} B_{1}^{*} X_{\infty}
\end{array}\right] & {\left[\begin{array}{c}
0 \\
I
\end{array}\right]} & 0
\end{array}\right]
$$

So from Theorem 16.2 and Lemma 16.8, we conclude that $K$ is an admissible controller for $G$ and $\left\|T_{z w}\right\|_{\infty}<\gamma$ iff $K$ is an admissible controller for $\hat{G}_{F I}$ and $\left\|T_{v r}\right\|_{\infty}<\gamma$. Now let $L=\left[\begin{array}{ll}B_{2} F_{\infty} & -B_{1}\end{array}\right]$; then $A_{t m p}+L\left[\begin{array}{c}I \\ \gamma^{-2} B_{1}^{*} X_{\infty}\end{array}\right]=A+B_{2} F_{\infty}$ is stable.

Also note that $A_{t m p}+B_{2} F_{\infty}$ is stable. Then all controllers that stabilize $\hat{G}_{F I}$ can be parameterized as $K=\mathcal{F}_{\ell}(M, \Phi), \Phi=\left[\begin{array}{ll}\Phi_{1} & \Phi_{2}\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ where

$$
M=\left[\begin{array}{c|cc}
A_{t m p}+B_{2} F_{\infty}+L\left[\begin{array}{cc}
I \\
\gamma^{-}: B_{1}^{*} X_{\infty}
\end{array}\right] & -L & B_{2} \\
-\left[\begin{array}{c}
F_{\infty} \\
I \\
\gamma^{-2} B_{1}^{*} X_{\infty}
\end{array}\right]
\end{array}\right]
$$

With this parameterization of all controllers, the transfer matrix from $r$ to $v$ is $T_{v r}=$ $\mathcal{F}_{\ell}\left(\hat{G}_{F I}, \mathcal{F}_{\ell}(M, \Phi)\right)=: \mathcal{F}_{\ell}(N, \Phi)$. It is easy to show that

$$
N=\left[\begin{array}{cc}
0 & I \\
{\left[\begin{array}{l}
0 \\
I
\end{array}\right]}
\end{array} \begin{array}{c} 
\\
0
\end{array}\right]
$$

and $T_{v r}=\mathcal{F}_{\ell}(N, \Phi)=\Phi_{2}$. Hence $\left\|T_{v r}\right\|_{\infty}<\gamma$ if and only if $\left\|\Phi_{2}\right\|_{\infty}<\gamma$. This implies that all FI $\mathcal{H}_{\infty}$ controllers can be parameterized as $K=\mathcal{F}_{\ell}(M, \Phi)$ with $\Phi=\left[\begin{array}{ll}\Phi_{1} & \Phi_{2}\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty},\left\|\Phi_{2}\right\|_{\infty}<\gamma$ and

$$
M=\left[\begin{array}{c|cc}
A+2 B_{2} F_{\infty} & -\left[B_{2} F_{\infty}\right. & \left.-B_{1}\right]
\end{array} B_{2} .\left[\begin{array}{c}
F_{\infty} \\
-\left[\begin{array}{c}
I \\
\gamma^{-2} B_{1}^{*} X_{\infty}
\end{array}\right]
\end{array}\right.\right.
$$

Now let

$$
\Phi_{1}=F_{\infty}-\gamma^{-2} Q_{2} B_{1}^{*} X_{\infty}+Q_{1}, \quad \Phi_{2}=Q_{2}
$$

Then it is easy to show that $\mathcal{F}_{\ell}(M, \Phi)=\mathcal{F}_{\ell}\left(M_{F I}, Q\right)$.

### 16.5 Full Control

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} \\
\hline C_{1} & 0 \\
C_{2} & D_{21} & {\left[\begin{array}{cc}
I & 0 \\
0 & I \\
0 & 0
\end{array}\right]}
\end{array}\right]
$$

This problem is dual to the Full Information problem. The assumptions that the FC problem inherits from the output feedback prollem are just the dual of those in the FI problem:
(i) $\left(A, B_{1}\right)$ is stabilizable;
(ii) $\left(C_{2}, A\right)$ is detectable;
(iv) $\left[\begin{array}{c}B_{1} \\ D_{21}\end{array}\right] D_{21}^{*}=\left[\begin{array}{l}0 \\ I\end{array}\right]$.

Theorem 16.11 There exists an admissible controller $K(s)$ for the $F C$ problem such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ if and only if $J_{\infty} \in \operatorname{dom}($ Ric $)$ and $Y_{\infty}=\operatorname{Ric}\left(J_{\infty}\right) \geq 0$. Moreover, if these conditions are satisfied, a class of admissible controllers satisfying $\left\|T_{z w}\right\|_{\infty}<\gamma$ can be parameterized as

$$
K(s)=\left[\begin{array}{c}
L_{\infty}-\gamma^{-2} Y_{\infty} C_{1}^{*} Q(s) \\
Q(s)
\end{array}\right]
$$

where $Q \in \mathcal{R} \mathcal{H}_{\infty},\|Q\|_{\infty}<\gamma$.
As expected, the condition in Theorem 16.11 is the same as that in (ii) of Theorem 16.4.

### 16.6 Disturbance Feedforward

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & 0 & D_{12} \\
C_{2} & I & 0
\end{array}\right]
$$

This problem inherits the same assumptions (i)-(iii) as in the FI problem, but for internal stability we shall add that $A-B_{1} C_{2}$ is stable. With this assumption, it is easy to check that the condition in Lemma 16.1 is satisfied so that the internal stability is again equivalent to $T_{z w} \in \mathcal{R} \mathcal{H}_{\infty}$, as in the output feedback case.

Theorem 16.12 There exists an admissible controller for the DF problem such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ if and only if $H_{\infty} \in \operatorname{dom}($ Ric $)$ and $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$. Moreover, if these conditions are satisfied then all admissible controllers satisfying $\left\|T_{z w}\right\|_{\infty}<\gamma$ can be parameterized as the set of all transfer matrices from $y$ to $u$ in


$$
M_{\infty}(s)=\left[\begin{array}{c|cc}
A+B_{2} F_{\infty}-B_{1} C_{2} & B_{1} & B_{2} \\
\hline F_{\infty} & 0 & I \\
-C_{2}-\gamma^{-2} B_{1}^{*} X_{\infty} & I & 0
\end{array}\right]
$$

with $Q \in \mathcal{R} \mathcal{H}_{\infty},\|Q\|_{\infty}<\gamma$

Proof. Suppose there is a controller $K_{D F}$ solving the above problem, i.e., with $\left\|T_{z w}\right\|_{\infty}<\gamma$. Then by Theorem 12.4, the controller $K_{F I}=K_{D F}\left[\begin{array}{ll}C_{2} & I\end{array}\right]$ solves the corresponding $\mathcal{H}_{\infty}$ FI problem. Hence the conditions $H_{\infty} \in \operatorname{dom}($ Ric ) and $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$ are necessarily satisfied. On the other hand, if these conditions are satisfied then FI is solvable. It is easy to verify that $\mathcal{F}_{\ell}\left(M_{\infty}, Q\right)=\mathcal{F}_{\ell}\left(P_{D F}, K_{F I}\right)$ with $K_{F I}=\left[F_{\infty}-\gamma^{-2} Q(s) B_{1}^{*} X_{\infty} \quad Q(s)\right]$ where $P_{D F}$ is as defined in section 12.2 of Chapter 12. So again by Theorem 12.4, the controller $\mathcal{F}_{\ell}\left(M_{\infty}, Q\right)$ solves the DF problem.

To show that $\mathcal{F}_{\ell}\left(M_{\infty}, Q\right)$ with $\|Q\|_{\infty}<\gamma$ parameterizes all DF $\mathcal{H}_{\infty}$ suboptimal controllers, we shall make a change of variables as in equation (16.4):

$$
v=u+B_{2}^{*} X_{\infty} x, \quad r=w-\gamma^{-2} B_{1}^{*} X_{\infty} x .
$$

Then the system equations can be written as follows:

$$
\left[\begin{array}{c}
\dot{x} \\
z \\
\gamma r
\end{array}\right]=\left[\begin{array}{ccc}
A_{F_{\infty}} & \gamma^{-1} B_{1} & B_{2} \\
C_{1 F_{\infty}} & 0 & D_{12} \\
-\gamma^{-1} B_{1}^{*} X_{\infty} & 1 & 0
\end{array}\right]\left[\begin{array}{c}
x \\
\gamma w \\
v
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
\dot{x} \\
v \\
y
\end{array}\right]=\left[\begin{array}{ccc}
A_{t m_{p}} & B_{1} & B_{2} \\
-F_{\infty} & 0 & I \\
C_{2}+\gamma^{-2} B_{1}^{*} X_{\infty} & I & 0
\end{array}\right]\left[\begin{array}{l}
x \\
r \\
u
\end{array}\right] .
$$

This is shown pictorially in the following diagram:

where

$$
P=\left[\begin{array}{c|cc}
A_{F_{\infty}} & \gamma^{-1} B_{1} & B_{2} \\
\hline C_{1 F_{\infty}} & 0 & D_{12} \\
-\gamma^{-1} B_{1}^{*} X_{\infty} & I & 0
\end{array}\right]
$$

and

$$
\hat{G}_{D F}=\left[\begin{array}{c|cc}
A_{t m p} & B_{1} & B_{2} \\
\hline-F_{\infty} & 0 & I \\
C_{2}+\gamma^{-2} B_{1}^{*} X_{\infty} & I & 0
\end{array}\right] .
$$

Since $A_{t m p}-B_{1}\left(C_{2}+\gamma^{-2} B_{1}^{*} X_{\infty}\right)=A-B_{1} C_{2}$ and $A_{t m p}+B_{2} F_{\infty}$ are stable, the rank conditions of Lemma 16.1 for system $\hat{G}_{D F}$ are satisfied. So from Theorem 16.2 and Lemma 16.7, we conclude that $K$ is an admissible controller for $G$ and $\left\|T_{z w}\right\|_{\infty}<\gamma$ iff $K$ is an admissible controller for $\hat{G}_{D F}$ and $\left\|T_{v r}\right\|_{\infty}<\gamma$. Now it is easy to see by comparing this formula with the controller parameterization in Theorem 12.8 that $\mathcal{F}_{\ell}\left(M_{\infty}, Q\right)$ with $Q \in \mathcal{R} \mathcal{H}_{\infty}$ (no norm constraint) parameterizes all stabilizing controllers for $\hat{G}_{D F}$; however, simple algebra shows that $T_{v r}=\mathcal{F}_{\ell}\left(\hat{G}_{D F}, \mathcal{F}_{\ell}\left(M_{\infty}, Q\right)\right)=Q$. So $\left\|T_{v r}\right\|_{\infty}<\gamma$ iff $\|Q\|_{\infty}<\gamma$, and $\mathcal{F}_{\ell}\left(M_{\infty}, Q\right)$ with $Q \in \mathcal{R} \mathcal{H}_{\infty}$ and $\|Q\|_{\infty}<\gamma$ parameterizes all suboptimal controllers for $G$.

### 16.7 Output Estimation

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & 0 & I \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

This problem is dual to DF, just as FC was to FI. Thus the discussion of the DF problem is relevant here, when appropriately dualized. The OE assumptions are
(i) $\left(A, B_{1}\right)$ is stabilizable and $A-B_{2} C_{1}$ is stable;
(ii) $\left(C_{2}, A\right)$ is detectable;

$$
\text { (iv) }\left[\begin{array}{c}
B_{1} \\
D_{21}
\end{array}\right] D_{21}^{*}=\left[\begin{array}{c}
0 \\
I
\end{array}\right] \text {. }
$$

Assumption (i), together with (iv), imply that internal stability is again equivalent to $T_{z w} \in \mathcal{R H}_{\infty}$, as in the output feedback case.

Theorem 16.13 There exists an admissible controller for the $O E$ problem such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ if and only if $J_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ and $\operatorname{Ric}\left(J_{\infty}\right) \geq 0$. Moreover, if these conditions are satisfied then all admissible controllers satisfying $\left\|T_{z w}\right\|_{\infty}<\gamma$ can be parameterized as the set of all transfer matrices from $y$ to $u$ in


$$
M_{\infty}(s)=\left[\begin{array}{c|cc}
A+L_{\infty} C_{2}-B_{2} C_{1} & L_{\infty} & -B_{2}-\gamma^{-2} Y_{\infty} C_{1}^{*} \\
\hline C_{1} & 0 & I \\
C_{2} & I & 0
\end{array}\right]
$$

with $Q \in \mathcal{R} \mathcal{H}_{\infty},\|Q\|_{\infty}<\gamma$.
It is interesting to compare $\mathcal{H}_{\infty}$ and $\mathcal{H}_{2}$ in the context of the OE problem, even though, by duality, the essence of these remarks was made before. Both optimal estimators are observers with the observer gain determined by $\operatorname{Ric}\left(J_{\infty}\right)$ and $\operatorname{Ric}\left(J_{2}\right)$. Optimal $\mathcal{H}_{2}$ output estimation consists of multiplying the optimal state estimate by the output map $C_{1}$. Thus optimal $\mathcal{H}_{2}$ estimation depends only trivially on the output $z$ that is being estimated, and state estimation is the fundamental problem. In contrast, the $\mathcal{H}_{\infty}$ estimation problem depends very explicitly and importantly on the output being estimated. This will have implications for the separation properties of the $\mathcal{H}_{\infty}$ output feedback controller.

### 16.8 Separation Theory

If we assume the results of the special problems, which are proven in the previous sections, we can now prove Theorems 16.4 and 16.5 using separation arguments. This essentially involves reducing the output feedback problem to a combination of the Full Information and the Output Estimation problems. The separation properties of the $\mathcal{H}_{\infty}$ controller are more complicated than the $\mathcal{H}_{2}$ controller, although they are no less interesting. The notation and assumptions for this section are as in Section 16.2.

### 16.8.1 $\quad \mathcal{H}_{\infty}$ Controller Structure

The $\mathcal{H}_{\infty}$ controller formulae from Theorem 16.4 are

$$
\begin{gathered}
K_{s u b}(s):=\left[\begin{array}{c|c}
\hat{A}_{\infty} & -Z_{\infty} L_{\infty} \\
\hline F_{\infty} & 0
\end{array}\right] \\
\hat{A}_{\infty}:=A+\gamma^{-2} B_{1} B_{1}^{*} X_{\infty}+B_{2} F_{\infty}+Z_{\infty} L_{\infty} C_{2} \\
F_{\infty}:=-B_{2}^{*} X_{\infty}, \quad L_{\infty}:=-Y_{\infty} C_{2}^{*}, \quad Z_{\infty}:=\left(I-\gamma^{-2} Y_{\infty} X_{\infty}\right)^{-1}
\end{gathered}
$$

where $X_{\infty}:=\operatorname{Ric}\left(H_{\infty}\right)$ and $Y_{\infty}:=\operatorname{Ric}\left(J_{\infty}\right)$. 'The necessary and sufficient conditions for the existence of an admissible controller such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ are
(i) $H_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ and $X_{\infty}:=\operatorname{Ric}\left(H_{\infty}\right) \geq$ (:
(ii) $J_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ and $Y_{\infty}:=\operatorname{Ric}\left(J_{\infty} \geq 0\right.$;
(iii) $\rho\left(X_{\infty} Y_{\infty}\right)<\gamma^{2}$.

We have seen that condition (i) corresponds to the Full Information condition and that (ii) corresponds to the Full Control condition. It is easily shown that, given the FI and FC results, these conditions are necessary for the output feedback case as well.

Lemma 16.14 Suppose there exists an admissible controller making $\left\|T_{z w}\right\|_{\infty}<\gamma$. Then conditions (i) and (ii) hold.

Proof. Let $K$ be an admissible controller for which $\left\|T_{z w}\right\|_{\infty}<\gamma$. The controller $K\left[\begin{array}{ll}C_{2} & D_{21}\end{array}\right]$ solves the FI problem; hence from Theorem $16.9, H_{\infty} \in \operatorname{dom}($ Ric $)$ and $X_{\infty}:=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$. Condition (ii) follows by the dual argument.

We would also expect some condition beyond these two, and that is provided by (iii), which is an elegant combination of elements from FI and FC. Note that all the conditions of Theorem 16.4 are symmetric in $H_{\infty}, J_{\infty}, X_{\infty}$, and $Y_{\infty}$, but the formula for the controller is not. Needless to say, there is a dual form that can be obtained by inspection from the above formula. For a symmetric formula, the state equations above can be multiplied through by $Z_{\infty}^{-1}$ and put in descriptor form. A simple substitution from the Riccati equation for $X_{\infty}$ will then yield a symmetric, though more complicated, formula:

$$
\begin{align*}
\left(I-\gamma^{-2} Y_{\infty} X_{\infty}\right) \dot{\hat{x}} & =A_{s} \hat{x}-L_{\infty} y  \tag{16.10}\\
u & =F_{\infty} \hat{x} \tag{16.11}
\end{align*}
$$

where $A_{s}:=A+B_{2} F_{\infty}+L_{\infty} C_{2}+\gamma^{-2} Y_{\infty} A^{*} X_{\infty}+\gamma^{-2} B_{1} B_{1}^{*} X_{\infty}+\gamma^{-2} Y_{\infty} C_{1}^{*} C_{1}$.
To emphasize its relationship to the $\mathcal{H}_{2}$ controller formulae, the $\mathcal{H}_{\infty}$ controller can be written as

$$
\begin{gathered}
\dot{\hat{x}}=A \hat{x}+B_{1} \hat{w}_{w o r s t}+B_{2} u+Z_{\infty} L_{\infty}\left(C_{2} \hat{x}-y\right) \\
u=F_{\infty} \hat{x}, \quad \hat{w}_{w o r s t}=\gamma^{-2} B_{1}^{*} X_{\infty} \hat{x} .
\end{gathered}
$$

These equations have the structure of an observer-based compensator. The obvious questions that arise when these formulae are compared with the $\mathcal{H}_{2}$ formulae are

1) Where does the term $B_{1} \hat{w}_{\text {worst }}$ come from?
2) Why $Z_{\infty} L_{\infty}$ instead of $L_{\infty}$ ?
3) Is there a separation interpretation of these formulae analogous to that for $\mathcal{H}_{2}$ ?

The proof of Theorem 16.4 reveals that there is a very well-defined separation interpretation of these formulae and that $w_{\text {worst }}:=\gamma^{-2} B_{1}^{*} X_{\infty} x$ is, in some sense, a worst-case input for the Full Information problem. Furthermore, $Z_{\infty} L_{\infty}$ is actually the optimal filter gain for estimating $F_{\infty} x$, which is the optimal Full Information control input, in the presence of this worst-case input. It is therefore not surprising that $Z_{\infty} L_{\infty}$ should enter in the controller equations instead of $L_{\infty}$. The term $\hat{w}_{\text {worst }}$ may be thought of loosely as an estimate for $w_{\text {worst }}$.

### 16.8.2 Proof of Theorem 16.4

It has been shown from Lemma 16.14 that conditions (i) and (ii) are necessary for $\left\|T_{z w}\right\|_{\infty}<\gamma$. Hence we only need to show that if conditions (i) and (ii) are satisfied, condition (iii) is necessary and sufficient for $\left\|T_{z u}\right\|_{\infty}<\gamma$. As in section 16.3, we define new disturbance and control variables

$$
r:=w-\gamma^{-2} B_{1}^{*} X_{\infty} x, \quad::=u+B_{2}^{*} X_{\infty} x .
$$

Then

$$
\left[\begin{array}{c}
v \\
y
\end{array}\right]=\left[\begin{array}{c|cc}
A_{t m p} & B_{1} & B_{2} \\
\hline-F_{\infty} & 0 & I \\
C_{2} & D_{21} & 0
\end{array}\right]\left[\begin{array}{c}
r \\
u
\end{array}\right]=G_{t m p}\left[\begin{array}{c}
r \\
u
\end{array}\right] \quad A_{t m p}:=A+\gamma^{-2} B_{1} B_{1}^{*} X_{\infty} .
$$



Recall from Lemma 16.8 that $K$ is admissible for $G$ and $\left\|T_{z w}\right\|_{\infty}<\gamma$ iff $K$ is admissible for $G_{t m p}$ and $\left\|T_{v r}\right\|_{\infty}<\gamma$.

While $G_{t m p}$ has the form required for the OE problem, to actually use the OE results, we will need to verify that $G_{t m p}$ satisfie the following assumptions for the OE problem:
(i) $\left(A_{t m p}, B_{1}\right)$ is stabilizable and $A_{t m p}+B_{2} F_{x}$ is stable;
(ii) $\left(C_{2}, A_{t m p}\right)$ is detectable;
(iv) $\left[\begin{array}{c}B_{1} \\ D_{21}\end{array}\right] D_{21}^{*}=\left[\begin{array}{l}0 \\ I\end{array}\right]$.

Assumption (iv) and that ( $A_{t m p}, B_{1}$ ) is stabilizable follow immediately from the corresponding assumptions for Theorem 16.4. The stability of $A_{t m p}+B_{2} F_{\infty}$ follows from the definition of $H_{\infty} \in \operatorname{dom}($ Ric). The following lemma gives conditions for assumption (ii) to hold. Of course, the existence of an admissible controller for $G_{t m p}$ immediately implies that assumption (ii) holds. Note that the OE Hamiltonian matrix for $G_{t m p}$ is

$$
J_{t m p}:=\left[\begin{array}{cc}
A_{t m p}^{*} & \gamma^{-2} F_{\infty}^{\infty} F_{\infty}-C_{2}^{*} C_{2} \\
-B_{1} B_{1}^{*} & -A_{t m p}
\end{array}\right] .
$$

Lemma 16.15 If $J_{t m p} \in \operatorname{dom}(\operatorname{Ric})$ and $Y_{t m p}:=\operatorname{Ric}\left(J_{t m p}\right) \geq 0$, then $\left(C_{2}, A_{t m p}\right)$ is detectable.

Proof. The lemma follows from the dual to Lemma 16.6, which gives that $\left(A_{t m p}-Y_{t m p} C_{2}^{*} C_{2}\right)$ is stable.

Proof of Theorem 16.4 (Sufficiency) Assume the conditions (i) through (iii) in the theorem statement hold. Using the Riccati equation for $X_{\infty}$, one can easily verify that $T:=\left[\begin{array}{cc}I & -\gamma^{-2} X_{\infty} \\ 0 & I\end{array}\right]$ provides a similarity transformation between $J_{t m p}$ and $J_{\infty}$, i.e., $T^{-1} J_{t m p} T=J_{\infty}$. So

$$
\mathcal{X}_{-}\left(J_{t m p}\right)=T \mathcal{X}_{-}\left(J_{\infty}\right)=T \operatorname{Im}\left[\begin{array}{c}
I \\
Y_{\infty}
\end{array}\right]=\operatorname{Im}\left[\begin{array}{c}
I-\gamma^{-2} X_{\infty} Y_{\infty} \\
Y_{\infty}
\end{array}\right]
$$

and $\rho\left(X_{\infty} Y_{\infty}\right)<\gamma^{2}$ implies that $J_{t m p} \in \operatorname{dom}(\operatorname{Ric})$ and $Y_{t m p}:=\operatorname{Ric}\left(J_{t m p}\right)=Y_{\infty}(I-$ $\left.\gamma^{-2} X_{\infty} Y_{\infty}\right)^{-1}=Z_{\infty} Y_{\infty} \geq 0$. Thus by Lemma 16.15 the OE assumptions hold for $G_{t m p}$, and by Theorem 16.13 the OE problem is solvable. From Theorem 16.13 with $Q=0$, one solution is

$$
\left[\begin{array}{c|c}
A+\gamma^{-2} B_{1} B_{1}^{*} X_{\infty}-Y_{t m p} C_{2}^{*} C_{2}+B_{2} F_{\infty} & Y_{t m p} C_{2}^{*} \\
\hline F_{\infty} & 0
\end{array}\right]
$$

but this is precisely $K_{\text {sub }}$ defined in Theorem 16.4. We conclude that $K_{\text {sub }}$ internally stabilizes $G_{t m p}$ and that $\left\|T_{v r}\right\|_{\infty}<\gamma$. Then by Lemma $16.8, K_{s u b}$ internally stabilizes $G$ and that $\left\|T_{z w}\right\|_{\infty}<\gamma$.
(Necessity) Let $K$ be an admissible controller for which $\left\|T_{z w}\right\|_{\infty}<\gamma$. By Lemma 16.14, $H_{\infty} \in \operatorname{dom}(\operatorname{Ric}), X_{\infty}:=\operatorname{Ric}\left(H_{\infty}\right) \geq 0, J_{\infty} \in \operatorname{dom}(\operatorname{Ric})$, and $Y_{\infty}:=\operatorname{Ric}\left(J_{\infty}\right) \geq 0$. From Lemma 16.8, K is admissible for $G_{t m p}$ and $\left\|T_{v r}\right\|_{\infty}<\gamma$. This implies that the OE assumptions hold for $G_{t m p}$ and that the OE problem is solvable. Therefore, from Theorem 16.13 applied to $G_{t m p}$, we have that $J_{t m p} \in \operatorname{dom}(\operatorname{Ric})$ and $Y_{t m p}=\operatorname{Ric}\left(J_{t m p}\right) \geq 0$. Using the same similarity transformation formula as in the sufficiency part, we get that $Y_{t m p}=\left(I-\gamma^{-2} Y_{\infty} X_{\infty}\right)^{-1} Y_{\infty} \geq 0$. We shall now show that $Y_{t m p} \geq 0$ implies that $\rho\left(X_{\infty} Y_{\infty}\right)<\gamma^{2}$. We shall consider two cases:

- $Y_{\infty}$ is nonsingular: in this case $Y_{t m p} \geq 0$ implies that $I-\gamma^{-2} Y_{\infty}^{1 / 2} X_{\infty} Y_{\infty}^{1 / 2}>0$. So $\rho\left(Y_{\infty}^{1 / 2} X_{\infty} Y_{\infty}^{1 / 2}\right)<\gamma^{2}$ or $\rho\left(X_{\infty} Y_{\infty}\right)<\gamma^{2}$.
- $Y_{\infty}$ is singular: there is a unitary matrix $U$ such that

$$
Y_{\infty}=U^{*}\left[\begin{array}{cc}
Y_{11} & 0 \\
0 & 0
\end{array}\right] U
$$

with $Y_{11}>0$. Let $U X_{\infty} U^{*}$ be partitioned accordingly,

$$
U X_{\infty} U^{*}=\left[\begin{array}{ll}
X_{11} & X_{12} \\
X_{21} & X_{22}
\end{array}\right]
$$

Then by the same argument as in the $Y_{\infty}$ nonsingular case,

$$
Y_{t m p}=U^{*}\left[\begin{array}{cc}
\left(I-\gamma^{-2} Y_{11} \Gamma_{11}\right)^{-1} Y_{11} & 0 \\
0 & I
\end{array}\right] U \geq 0
$$

implies that $\gamma^{2}>\rho\left(X_{11} Y_{11}\right)\left(=\rho\left(X_{\infty} Y_{\infty}\right)\right.$ ).

We now see exactly why the term involving $i^{\prime}$ worst appears and why the "observer" gain is $Z_{\infty} L_{\infty}$. Both terms are consequences of $\epsilon$ stimating the optimal Full Information (i.e., state feedback) control gain. While an analogous output estimation problem arises in the $\mathcal{H}_{2}$ output feedback problem, the resulting equations are much simpler. This is because there is no "worst-case" disturbance for the $\mathcal{H}_{2}$ Full Information problem and because the problem of estimating any output, i.ccluding the optimal state feedback, is equivalent to state estimation.

We now present a separation interpretation (or $\mathcal{H}_{\infty}$ suboptimal controllers. It will be stated in terms of the central controller, but similar interpretations could be made for the parameterization of all suboptimal controllers (see the proofs of Theorems 16.4 and 16.5).

The $\mathcal{H}_{\infty}$ output feedback controller is the rutput estimator of the full information control law in the presence of the "worst-case" disturbance $w_{\text {worst }}$.

Note that the same statement holds for the $\mathcal{H}_{2}$ optimal controller, except that $w_{\text {worst }}=0$.

### 16.8.3 Proof of Theorem 16.5

From Lemma 16.8 , the set of all admissible controllers for $G$ such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ equals the set of all admissible controllers for $\boldsymbol{i}_{t m p}$ such that $\left\|T_{v r}\right\|_{\infty}<\gamma$. Apply Theorem 16.13.

### 16.9 Optimality and Limiting Behavior

In this section, we will discuss, without proof, the behavior of the $\mathcal{H}_{\infty}$ suboptimal solution as $\gamma$ varies, especially as $\gamma$ approaches the infimal achievable norm, denoted by $\gamma_{o p t}$. Since Theorem 16.4 gives necessary and sufficient conditions for the existence of an admissible controller such that $\left\|T_{z w}\right\|_{\infty}<\gamma,{ }^{\prime \prime}, p t$ is the infimum over all $\gamma$ such that conditions (i)-(iii) are satisfied. Theorem 16.4 does not give an explicit formula for $\gamma_{o p t}$, but, just as for the $\mathcal{H}_{\infty}$ norm calculation, it can be computed as closely as desired by a search technique.

Although we have not focused on the problen of $\mathcal{H}_{\infty}$ optimal controllers, the assumptions in this book make them relatively easy to obtain in most cases. In addition to describing the qualitative behavior of suboptimal solutions as $\gamma$ varies, we will indicate
why the descriptor version of the controller formulae from Section 16.8.1 can usually provide formulae for the optimal controller when $\gamma=\gamma_{o p t}$. Most of these results can be obtained relatively easily using the machinery that is developed in the previous sections. The reader interested in filling in the details is encouraged to begin by strengthening assumption (i) to controllable and observable and considering the Hamiltonians for $X_{\infty}^{-1}$ and $Y_{\infty}^{-1}$.

As $\gamma \rightarrow \infty, H_{\infty} \rightarrow H_{2}, X_{\infty} \rightarrow X_{2}$, etc., and $K_{s u b} \rightarrow K_{2}$. This fact is the result of the particular choice for the central controller $(Q=0)$ that was made here. While it could be argued that $K_{\text {sub }}$ is a natural choice, this connection with $\mathcal{H}_{2}$ actually hints at deeper interpretations. In fact, $K_{\text {sub }}$ is the minimum entropy solution (see next section) as well as the minimax controller for $\|z\|_{2}^{2}-\gamma^{2}\|w\|_{2}^{2}$.

If $\gamma_{2} \geq \gamma_{1}>\gamma_{o p t}$, then $X_{\infty}\left(\gamma_{1}\right) \geq X_{\infty}\left(\gamma_{2}\right)$ and $Y_{\infty}\left(\gamma_{1}\right) \geq Y_{\infty}\left(\gamma_{2}\right)$. Thus $X_{\infty}$ and $Y_{\infty}$ are decreasing functions of $\gamma$, as is $\rho\left(X_{\infty} Y_{\infty}\right)$. At $\gamma=\gamma_{o p t}$, anyone of the three conditions in Theorem 16.4 can fail. If only condition (iii) fails, then it is relatively straightforward to show that the descriptor formulae for $\gamma=\gamma_{o p t}$ are optimal, i.e., the optimal controller is given by

$$
\begin{align*}
\left(I-\gamma_{o p t}^{-2} Y_{\infty} X_{\infty}\right) \dot{\hat{x}} & =A_{s} \hat{x}-L_{\infty} y  \tag{16.12}\\
u & =F_{\infty} \hat{x} \tag{16.13}
\end{align*}
$$

where $A_{s}:=A+B_{2} F_{\infty}+L_{\infty} C_{2}+\gamma_{o p t}^{-2} Y_{\infty} A^{*} X_{\infty}+\gamma_{o p t}^{-2} B_{1} B_{1}^{*} X_{\infty}+\gamma_{o p t}^{-2} Y_{\infty} C_{1}^{*} C_{1}$. See the example below.

The formulae in Theorem 16.4 are not well-defined in the optimal case because the term $\left(I-\gamma_{o p t}^{-2} X_{\infty} Y_{\infty}\right)$ is not invertible. It is possible but far less likely that conditions (i) or (ii) would fail before (iii). To see this, consider (i) and let $\gamma_{1}$ be the largest $\gamma$ for which $H_{\infty}$ fails to be in dom (Ric) because the $H_{\infty}$ matrix fails to have either the stability property or the complementarity property. The same remarks will apply to (ii) by duality.

If complementarity fails at $\gamma=\gamma_{1}$, then $\rho\left(X_{\infty}\right) \rightarrow \infty$ as $\gamma \rightarrow \gamma_{1}$. For $\gamma<\gamma_{1}$, $H_{\infty}$ may again be in $\operatorname{dom}($ Ric $)$, but $X_{\infty}$ will be indefinite. For such $\gamma$, the controller $u=-B_{2}^{*} X_{\infty} x$ would make $\left\|T_{z w}\right\|_{\infty}<\gamma$ but would not be stabilizing. See part 1) of the example below. If the stability property fails at $\gamma=\gamma_{1}$, then $H_{\infty} \notin \operatorname{dom}($ Ric $)$ but Ric can be extended to obtain $X_{\infty}$ and the controller $u=-B_{2}^{*} X_{\infty} x$ is stabilizing and makes $\left\|T_{z w}\right\|_{\infty}=\gamma_{1}$. The stability property will also not hold for any $\gamma \leq \gamma_{1}$, and no controller whatsoever exists which makes $\left\|T_{z w}\right\|_{\infty}<\gamma_{1}$. In other words, if stability breaks down first, then the infimum over stabilizing controllers equals the infimum over all controllers, stabilizing or otherwise. See part 2) of the example below. In view of this, we would typically expect that complementarity would fail first.

Complementarity failing at $\gamma=\gamma_{1}$ means $\rho\left(X_{\infty}\right) \rightarrow \infty$ as $\gamma \rightarrow \gamma_{1}$, so condition (iii) would fail at even larger values of $\gamma$, unless the eigenvectors associated with $\rho\left(X_{\infty}\right)$ as $\gamma \rightarrow \gamma_{1}$ are in the null space of $Y_{\infty}$. Thus condition (iii) is the most likely of all to fail first. If condition (i) or (ii) fails first because the stability property fails, the formulae in Theorem 16.4 as well as their descriptor versions are optimal at $\gamma=\gamma_{o p t}$. This
is illustrated in the example below for the output feedback. If the complementarity condition fails first, (but (iii) does not fail), then obtaining formulae for the optimal controllers is a more subtle problem.

Example 16.1 Let an interconnected dynamical system realization be given by

$$
G(s)=\left[\begin{array}{c|cc}
a & {\left[\begin{array}{ll}
1 & 0
\end{array}\right]} & b_{2} \\
\hline\left[\begin{array}{c}
1 \\
0
\end{array}\right] & \begin{array}{c}
0 \\
c_{2}
\end{array} & {\left[\begin{array}{ll}
0 \\
1
\end{array}\right]} \\
0
\end{array}\right]
$$

with $\left|c_{2}\right| \geq\left|b_{2}\right|>0$. Then all assumptions for output feedback problem are satisfied and

$$
H_{\infty}=\left[\begin{array}{cc}
a & \frac{1-b_{2}^{2} \gamma^{2}}{\gamma^{2}} \\
-1 & -a
\end{array}\right], \quad J_{\propto}=\left[\begin{array}{cc}
a & \frac{1-c_{2}^{2} \gamma^{2}}{\gamma^{2}} \\
-1 & -a
\end{array}\right]
$$

The eigenvalues of $H_{\infty}$ and $J_{\infty}$ are given, resper tively, by

$$
\sigma\left(H_{\infty}\right)=\left\{ \pm \frac{\sqrt{\left(a^{2}+b_{2}^{2}\right) \gamma^{2}-1}}{\gamma}\right\}, \quad \sigma\left(J_{\infty}\right)=\left\{ \pm \frac{\sqrt{\left(a^{2}+c_{2}^{2}\right) \gamma^{2}-1}}{\gamma}\right\}
$$

If $\gamma^{2}>\frac{1}{a^{2}+b_{2}^{2}}\left(\geq \frac{1}{a^{2}+c_{2}^{2}}\right)$, then $\mathcal{X}_{-}\left(H_{\infty}\right)$ and $\mathcal{X}_{-}\left(J_{\infty}\right)$ exist and

$$
\begin{aligned}
& \mathcal{X}_{-}\left(H_{\infty}\right)=\operatorname{Im}\left[\begin{array}{c}
\frac{\sqrt{\left(a^{2}-b_{2}^{2}\right) \gamma^{2}-1}-a \gamma}{\gamma} \\
1
\end{array}\right] \\
& \mathcal{X}_{-}\left(J_{\infty}\right)=\operatorname{Im}\left[\begin{array}{c}
\frac{\sqrt{\left(a^{2}+\frac{2}{2}\right) \gamma^{2}-1}-a \gamma}{\gamma} \\
1
\end{array}\right] .
\end{aligned}
$$

We shall consider two cases:

1) $a>0$ : In this case, the complementary property of $\operatorname{dom}($ Ric $)$ will fail before the stability property fails since

$$
\sqrt{\left(a^{2}+b_{2}^{2}\right) \gamma^{2}-1}-a \gamma=0
$$

when $\gamma^{2}=\frac{1}{b_{2}^{2}} \quad\left(>\frac{1}{a^{2}+b_{2}^{2}}\right)$.
Nevertheless, if $\gamma^{2}>\frac{1}{a^{2}+b_{2}^{2}}$ and $\gamma^{2} \neq \frac{1}{b_{2}^{2}}$, then $H_{\infty} \in \operatorname{dom}($ Ric $)$ and

$$
X_{\infty}=\frac{\gamma}{\sqrt{\left(a^{2}+b_{2}^{2}\right) \gamma^{2}-1}-a \gamma}= \begin{cases}>0 ; & \text { if } \gamma^{2}>\frac{1}{b_{2}^{2}} \\ <0 ; & \text { if } \frac{1}{a^{2}+b_{2}^{2}}<\gamma^{2}<\frac{1}{b_{2}^{2}}\end{cases}
$$

Let $F_{\infty}=-B_{2}^{*} X_{\infty}$; then

$$
A+B_{2} F_{\infty}=-\frac{a+b_{2}^{2} \gamma \sqrt{\left(a^{2}+b_{2}^{2}\right) \gamma^{2}-1}}{b_{2}^{2} \gamma^{2}-1}= \begin{cases}<0 \text { (stable); } & \text { if } \gamma^{2}>\frac{1}{b_{2}^{2}} \\ >0 \text { (unstable); } & \text { if } \frac{1}{a^{2}+b_{2}^{2}}<\gamma^{2}<\frac{1}{b_{2}^{2}}\end{cases}
$$

- Suppose full information (or states) are available for feedback and let

$$
u=F_{\infty} x
$$

Then the closed-loop transfer matrix is given by

$$
\left.\left.T_{z w}=\left[\begin{array}{c|c}
A+B_{2} F_{\infty} & B_{1} \\
\hline C_{1}+D_{12} F_{\infty} & 0
\end{array}\right]=\left[\begin{array}{c|c}
-\frac{a+b_{2}^{2} \gamma \sqrt{\left(a^{2}+b_{2}^{2}\right) \gamma^{2}-1}}{b_{2}^{2} \gamma^{2}-1} \\
\hline \frac{1}{\sqrt{\left(a^{2}+b_{2}^{2}\right) \gamma^{2}-1}-a \gamma}
\end{array}\right] \right\rvert\, \begin{array}{ll}
1 & 0
\end{array}\right]
$$

and $T_{z w}$ is stable for all $\gamma^{2}>\frac{1}{b_{2}^{2}}$ and is not stable for $\frac{1}{a^{2}+b_{2}^{2}}<\gamma^{2}<\frac{1}{b_{2}^{2}}$. Furthermore, it can be shown that $\left\|T_{z w}\right\|<\gamma$ for all $\gamma^{2}>\frac{1}{a^{2}+b_{2}^{2}}$ and $\gamma^{2} \neq \frac{1}{b_{2}^{2}}$.
It is clear that the optimal $\mathcal{H}_{\infty}$ norm is $\frac{1}{b_{2}^{2}}$ but is not achievable.

- Suppose the states are not available; then output feedback must be considered. Note that if $\gamma^{2}>\frac{1}{b_{2}^{2}}$, then $H_{\infty} \in \operatorname{dom}($ Ric $), J_{\infty} \in \operatorname{dom}($ Ric $)$, and

$$
\begin{aligned}
& X_{\infty}=\frac{\gamma}{\sqrt{\left(a^{2}+b_{2}^{2}\right) \gamma^{2}-1}-a \gamma}>0 \\
& Y_{\infty}=\frac{\gamma}{\sqrt{\left(a^{2}+c_{2}^{2}\right) \gamma^{2}-1}-a \gamma}>0
\end{aligned}
$$

Hence conditions (i) and (ii) in Theorem 16.4 are satisfied, and need to check condition (iii). Since

$$
\rho\left(X_{\infty} Y_{\infty}\right)=\frac{\gamma^{2}}{\left(\sqrt{\left(a^{2}+b_{2}^{2}\right) \gamma^{2}-1}-a \gamma\right)\left(\sqrt{\left(a^{2}+c_{2}^{2}\right) \gamma^{2}-1}-a \gamma\right)}
$$

it is clear that $\rho\left(X_{\infty} Y_{\infty}\right) \rightarrow \infty$ when $\gamma^{2} \rightarrow \frac{1}{b_{2}^{2}}$. So condition (iii) will fail before condition (i) or (ii) fails.
2) $a<0$ : In this case, complementary property is always satisfied, and, furthermore, $H_{\infty} \in \operatorname{dom}($ Ric $), J_{\infty} \in \operatorname{dom}($ Ric $)$, and

$$
X_{\infty}=\frac{\gamma}{\sqrt{\left(a^{2}+b_{2}^{2}\right) \gamma^{2}-1}-a \gamma}>0
$$

$$
Y_{\infty}=\frac{\gamma}{\sqrt{\left(a^{2}+c_{2}^{2}\right) \gamma^{2}-1}-a \gamma}>0
$$

for $\gamma^{2}>\frac{1}{a^{2}+b_{2}^{2}}$.
However, for $\gamma^{2} \leq \frac{1}{a^{2}+b_{2}^{2}}, H_{\infty} \notin \operatorname{dom}($ Ric $)$ since stability property fails. Nevertheless, in this case, if $\gamma_{0}^{2}=\frac{1}{a^{2}+b_{2}^{2}}$, we can extend the $\operatorname{dom}($ Ric $)$ to include those matrices $H_{\infty}$ with imaginary axis eigenvalues as

$$
\overline{\mathcal{X}_{-}}\left(H_{\infty}\right)=\operatorname{Im}\left[\begin{array}{c}
-a \\
1
\end{array}\right]
$$

such that $X_{\infty}=-\frac{1}{a}$ is a solution to the Riccati equation

$$
A^{*} X_{\infty}+X_{\infty} A+C_{1}^{*} C_{1}+\gamma_{0}^{-2} X_{\infty} B_{1} B_{1}^{*} X_{\infty}-X_{\infty} B_{2} B_{2}^{*} X_{\infty}=0
$$

and $A+\gamma_{0}^{-2} B_{1} B_{1}^{*} X_{\infty}-B_{2} B_{2}^{*} X_{\infty}=0$.

- For $\gamma=\gamma_{0}$ and $F_{\infty}=-B_{2}^{*} X_{\infty}$, then $A+B_{2} F_{\infty}=a+\frac{b_{2}^{2}}{a}<0$. So if states are available for feedback and $u=F_{\propto} x$, we have

$$
T_{z w}=\left[\begin{array}{c|cc}
a+\frac{b_{2}^{2}}{a} & {\left[\begin{array}{cc}
1 & 0
\end{array}\right]} \\
\hline\left[\begin{array}{c}
1 \\
\frac{b_{2}}{a}
\end{array}\right] & 0
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

and $\left\|T_{z w}\right\|_{\infty}=\frac{1}{\sqrt{a^{2}+b_{2}}}=\gamma_{0}$. Hence the optimum is achieved.

- If states are not available, the output feedback is considered, and $\left|b_{2}\right|=\left|c_{2}\right|$, then it can be shown that

$$
\rho\left(X_{\infty} Y_{\infty}\right)=\frac{\gamma^{2}}{\left(\sqrt{\left(a^{2}+b_{2}^{2}\right) \gamma^{2}-1}-a \gamma\right)^{2}}<\gamma^{2}
$$

is satisfied if and only if

$$
\gamma>\frac{\sqrt{a^{2}+2 b_{2}^{2}}+a}{b_{2}^{2}}\left(>\frac{1}{\sqrt{a^{2}+b_{2}^{2}}}\right)
$$

So condition (iii) of Theorem 16.4 will fail before either (i) or (ii) fails.

In both $a>0$ and $a<0$ cases, the optimal $\gamma$ for the output feedback is given by

$$
\gamma_{o p t}=\frac{\sqrt{a^{2}+2 b_{2}^{2}}+a}{b_{2}^{2}}
$$

if $\left|b_{2}\right|=\left|c_{2}\right|$; and the optimal controller given by the descriptor formula in equations (16.12) and (16.13) is a constant. In fact,

$$
u_{o p t}=-\frac{\gamma_{o p t}}{\sqrt{\left(a^{2}+b_{2}^{2}\right) \gamma_{o p t}^{2}-1}-a \gamma_{o p t}} y
$$

For instance, let $a=-1$ and $b_{2}=1=c_{2}$. Then $\gamma_{o p t}=\sqrt{3}-1=0.7321$ and $u_{o p t}=-0.7321 y$. Further,

$$
T_{z w}=\left[\begin{array}{c|cc}
-1.7321 & 1 & -0.7321 \\
\hline 1 & 0 & 0 \\
-0.7321 & 0 & -0.7321
\end{array}\right]
$$

It is easy to check that $\left\|T_{z w}\right\|_{\infty}=0.7321$.

### 16.10 Controller Interpretations

This section considers some additional connections with the minimum entropy solution and the work of Whittle and will be of interest primarily to readers already familiar with them. The connection with the $Q$-parameterization approach will be considered in the next chapter for the general case.

Section 16.10 .2 gives another separation interpretation of the central $\mathcal{H}_{\infty}$ controller of Theorem 16.4 in the spirit of Whittle (1981). It has been shown in Glover and Doyle [1988] that the central controller corresponds exactly to the steady state version of the optimal risk sensitive controller derived by [Whittle, 1981], who also derives a separation result and a certainty equivalence principle (see also [Whittle, 1986]).

### 16.10.1 Minimum Entropy Controller

Let $T$ be a transfer matrix with $\|T\|_{\infty}<\gamma$. Then the entropy of $T(s)$ is defined by

$$
I(T, \gamma)=-\frac{\gamma^{2}}{2 \pi} \int_{-\infty}^{\infty} \ln \left|\operatorname{det}\left(I-\gamma^{-2} T^{*}(j \omega) T(j \omega)\right)\right| d \omega
$$

It is easy to see that

$$
I(T, \gamma)=-\frac{\gamma^{2}}{2 \pi} \int_{-\infty}^{\infty} \sum_{i} \ln \left|1-\gamma^{-2} \sigma_{i}^{2}(T(j \omega))\right| d \omega
$$

and $I(T, \gamma) \geq 0$, where $\sigma_{i}(T(j \omega))$ is the $i$ th singular value of $T(j \omega)$. It is also easy to show that

$$
\lim _{\gamma \rightarrow \infty} I(T, \gamma)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \sum_{i} \sigma_{i}^{2}(T(j \omega)) d \omega=\|T\|_{2}^{2}
$$

Thus the entropy $I(T, \gamma)$ is in fact a performance index measuring the tradeoff between the $\mathcal{H}_{\infty}$ optimality $\left(\gamma \rightarrow\|T\|_{\infty}\right)$ and the $\mathcal{H}_{2}$ optimality $(\gamma \rightarrow \infty)$.

It has been shown in Glover and Mustafa [1989] that the central controller given in Theorem 16.4 is actually the controller that satisfies the norm condition $\left\|T_{z w}\right\|_{\infty}<\gamma$ and minimizes the following entropy:

$$
-\frac{\gamma^{2}}{2 \pi} \int_{-\infty}^{\infty} \ln \left|\operatorname{det}\left(I-\gamma^{-2} T_{z^{\prime \prime}}^{*} ;(j \omega) T_{z w}(j \omega)\right)\right| d \omega
$$

Therefore, the central controller is also called the minimum entropy controller (maximum entropy controller if the entropy is defined as $\tilde{I}(T, \gamma)=-I(T, \gamma))$.

### 16.10.2 Relations with Separation in Risk Sensitive Control

Although [Whittle, 1981] treats a finite horizon, discrete time, stochastic control problem, his separation result has a clear interpretation for the present infinite horizon, continuous time, deterministic control problem, as given below; and it is an interesting exercise to compare the two separation statements. This discussion will be entirely in the time-domain.

We will consider the system at time, $t=0$, and evaluate the past stress, $\mathcal{S}_{-}$, and future stress, $\mathcal{S}_{+}$, as functions of the current state, $x$. First define the future stress as

$$
\mathcal{S}_{+}(x):=\sup _{w} \inf _{u}\left(\left\|P_{+} z\right\|_{2}^{2}-\gamma^{2}\left\|P_{+} w\right\|_{2}^{2}\right) ;
$$

then by the completion of the squares and by the saddle point argument of Section 16.3, where $u$ is not constrained to be a function of the measurements (FI case), we obtain

$$
\mathcal{S}_{+}(x)=x^{*} X_{\star} x .
$$

The past stress, $\mathcal{S}_{-}(x)$, is a function of the past inputs and observations, $u(t), y(t)$ for $-\infty<t<0$, and of the present state, $x$, and is produced by the worst case disturbance, $w$, that is consistent with the given data:

$$
\mathcal{S}_{-}(x):=\sup \left(\left\|P_{-} z\right\|_{2}^{2} \cdots \gamma^{2}\left\|P_{-} w\right\|_{2}^{2}\right) .
$$

In order to evaluate $\mathcal{S}_{-}$we see that $w$ can be divided into two components, $D_{21} w$ and $D_{21}^{\perp} w$, with $x$ dependent only on $D_{21}^{\perp} w\left(\right.$ since $\left.B_{1} D_{21}^{*}=0\right)$ and $D_{21} w=y-C_{2} x$. The past stress is then calculated by a completion of the square and in terms of a filter output. In particular, let $\bar{x}$ be given by the stabe differential equation

$$
\dot{\bar{x}}=A \bar{x}+B_{2} u+L_{\infty}\left(C_{2} \bar{x}-y\right)+Y_{\infty} C_{1}^{*} C_{1} \bar{x} \quad \text { with } \quad \bar{x}(-\infty)=0
$$

Then it can be shown that the worst case $w$ is given by

$$
D_{21}^{\perp} w=D_{21}^{\perp} B_{1}^{*} Y_{\infty}^{-1}(x(t)-\bar{x}(t)) \quad \text { for } t<0
$$

and that this gives, with $e:=x-\bar{x}$,

$$
\mathcal{S}_{-}(x)=-\gamma^{2} e(0)^{*} Y_{\infty}^{-1} e(0)-\gamma^{2}\left\|P_{-}\left(y-C_{2} \bar{x}\right)\right\|_{2}^{2}+\left\|P_{-}\left(C_{1} \bar{x}\right)\right\|_{2}^{2}+\left\|P_{-} u\right\|_{2}^{2}
$$

The worst case disturbance will now reach the value of $x$ to maximize the total stress, $\mathcal{S}_{-}(x)+\mathcal{S}_{+}(x)$, and this is easily shown to be achieved at the current state of

$$
\hat{x}=Z_{\infty} \bar{x}(0)
$$

The definitions of $X_{\infty}$ and $Y_{\infty}$ can be used to show that the state equations for the central controller can be rewritten with the state $\bar{x}:=Z_{\infty} \hat{x}$ and with $\bar{x}$ as defined above. The control signal is then

$$
u=F_{\infty} \hat{x}=F_{\infty} Z_{\infty} \bar{x}
$$

The separation is between the evaluation of future stress, which is a control problem with an unconstrained input, and the past stress, which is a filtering problem with known control input. The central controller then combines these evaluations to give a worst case estimate, $\hat{x}$, and the control law acts as if this were the perfectly observed state.

### 16.11 An Optimal Controller

To offer a general idea about the appearance of an optimal controller, we shall give in the following without proof the conditions under which an optimal controller exists and an explicit formula for an optimal controller.

Theorem 16.16 There exists an admissible controller such that $\left\|T_{z w}\right\|_{\infty} \leq \gamma$ iff the following three conditions hold:
(i) there exists a full column rank matrix

$$
\left[\begin{array}{c}
X_{\infty 1} \\
X_{\infty 2}
\end{array}\right] \in \mathbb{R}^{2 n \times n}
$$

such that

$$
H_{\infty}\left[\begin{array}{l}
X_{\infty 1} \\
X_{\infty 2}
\end{array}\right]=\left[\begin{array}{l}
X_{\infty 1} \\
X_{\infty 2}
\end{array}\right] T_{X}, \quad \operatorname{Re} \lambda_{i}\left(T_{X}\right) \leq 0 \forall i
$$

and

$$
X_{\infty 1}^{*} X_{\infty 2}=X_{\infty 2}^{*} X_{\infty 1}
$$

(ii) there exists a full column rank matrix

$$
\left[\begin{array}{l}
Y_{\infty 1} \\
Y_{\infty 2}
\end{array}\right] \in \mathbb{R}^{2 n \times n}
$$

such that

$$
J_{\infty}\left[\begin{array}{c}
Y_{\infty 1} \\
Y_{\infty 2}
\end{array}\right]=\left[\begin{array}{c}
Y_{\infty 1} \\
Y_{\infty 2}
\end{array}\right] T_{\zeta}, \quad \operatorname{Re} \lambda_{i}\left(T_{Y}\right) \leq 0 \forall i
$$

and

$$
Y_{\infty 1}^{*} Y_{\infty 2}=Y_{\times 2}^{*} Y_{\infty 1}
$$

(iii)

$$
\left[\begin{array}{cc}
X_{\infty 2}^{*} X_{\infty 1} & \gamma^{-1} X_{\infty 2}^{*} Y_{\infty 2} \\
\gamma^{-1} Y_{\infty 2}^{*} X_{\infty 2} & Y_{* 2}^{*} Y_{\infty 1}
\end{array}\right] \geq 0
$$

Moreover, when these conditions hold, one such controller is

$$
K_{o p t}(s):=C_{K}\left(s E_{K}-A_{K}\right)^{+} B_{K}
$$

where

$$
\begin{aligned}
& E_{K}:=Y_{\infty 1}^{*} X_{\infty 1}-\gamma^{-2} Y_{\infty 2}^{*} X_{22} \\
& B_{K}:=Y_{\infty 2}^{*} C_{2}^{*} \\
& C_{K}:=-B_{2}^{*} X_{\infty 2} \\
& A_{K}:=E_{K} T_{X}-B_{K} C_{2} X_{\infty 1}=T_{Y}^{*} E_{K}+Y_{\infty 1}^{*} B_{2} C_{K}
\end{aligned}
$$

Remark 16.4 It is simple to show that if $X_{\times, 1}$ and $Y_{\infty 1}$ are nonsingular and if $X_{\infty}=X_{\infty 2} X_{\infty 1}^{-1}$ and $Y_{\infty}=Y_{\infty 2} Y_{\infty 1}^{-1}$, then condition (iii) in the above theorem is equivalent to $X_{\infty} \geq 0, Y_{\infty} \geq 0$, and $\rho\left(Y_{\infty} X_{\infty}\right) \leq \gamma^{2}$. So in this case, the conditions for the existence of an optimal controller can br obtained from "taking the limit" of the corresponding conditions in Theorem 16.4. Moreover, the controller given above is reduced to the descriptor form given in equation: (16.12) and (16.13).

### 16.12 Notes and References

This chapter is based on Doyle, Glover, Khargonekar, and Francis [1989], and Zhou [1992]. The minimum entropy controller is studied in detail in Glover and Mustafa [1989] and Mustafa and Glover [1990]. The risk sensitivity problem is treated in Whittle [1981, 1986, 1990]. The connections between the risk sensitivity controller and the central $\mathcal{H}_{\infty}$ controller are explored in Doyle and Glover [1988]. The complete characterization of optimal controllers for the general setup can be found in Glover, Limebeer, Doyle, Kasenally, and Safonov [1991].

The $\mathcal{H}_{\infty}$ problem was originally formulated by Zames [1981] in an input-output setting. The solution presented in Doyle [1984] to the so called $2 \times 2$ block problems used the Youla controller parameterization [Youla et al, 1976] and Nehari/Hankel norm approximation [Glover, 1984] with state space methods as a computational tool. This approach was adopted in the famous book by Francis [1987], which will also be presented briefly in the next chapter. Unfortunately, the associated complexity of computation was substantial, involving several Riccati equations of increasing dimension, and formulae for the resulting controllers tended to be very complicated and have high state dimension. Encouragement came from Limebeer and Hung [1987] and Limebeer and Halikias [1988] who showed, for problems transformable to $2 \times 1$-block problems, that a subsequent minimal realization of the controller has state dimension no greater than that of the generalized plant $G$. This suggested the likely existence of similarly low dimension optimal controllers in the general $2 \times 2$ case.

Additional progress on the $2 \times 2$-block problems came from Ball and Cohen [1987], who gave a state-space solution involving 3 Riccati equations. Jonckheere and Juang [1987] showed a connection between the $2 \times 1$-block problem and previous work by Jonckheere and Silverman [1978] on linear-quadratic control. Foias and Tannenbaum [1988] developed an interesting class of operators called skew Toeplitz to study the $2 \times 2$-block problem. Other approaches have been derived by Hung [1989] using an interpolation theory approach, Kwakernaak [1986] using a polynomial approach, and Kimura [1988] using a method based on conjugation.

The simple state space $\mathcal{H}_{\infty}$ controller formulae presented in this chapter (and in the next chapter for the more general cases) were first derived in Glover and Doyle [1988] using the approach by Doyle [1984]. The very simplicity of the new formulae and their similarity with the $\mathcal{H}_{2}$ ones together with the simple approach to the state feedback $\mathcal{H}_{\infty}$ problem by Petersen [1987], Khargonekar, Petersen, and Zhou [1990], Zhou and Khargonekar [1988], and Khargonckar, Petersen, and Rotea [1988] suggested a more direct approach, which is the approach presented in Doyle, Glover, Khargonekar, and Francis [1989] and in this chapter.



## $\mathcal{H}_{\infty}$ Control: General Case

In this chapter we will consider again the standard $\mathcal{H}_{\infty}$ control problem but with some assumptions in the last chapter relaxed. Since the proof techniques in the last chapter can be applied to this general case except with some more involved algebra, the detailed proof for the general case will not be given; only the formulas are presented. However, some procedures to carry out the proof will be outlined together with some alternative approaches to solve the standard $\mathcal{H}_{\infty}$ problem and some interpretations of the solutions. We will also indicate how the assumptions in the general case can be relaxed further to accommodate other more complicated problems. More specifically, Section 17.1 presents the solutions to the general $\mathcal{H}_{\infty}$ problem. Section 17.2 discusses the techniques to transform a general problem to a standard problem which satisfies the assumptions in the last chapter. The problems associated with relaxing the assumptions for the general standard problems and techniques for dealing with them will be considered in Section 17.3. Section 17.4 considers the integral control in the $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ theory and Section 17.5 considers how the general $\mathcal{H}_{\infty}$ solution can be used to solve the $\mathcal{H}_{\infty}$ filtering problem. Section 17.6 considers an alternative approach to the standard $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ problems using Youla controller parameterizations, and Section 17.7 gives an $2 \times 2$ Hankel-Toeplitz operator interpretations of the $\mathcal{H}_{\infty}$ solutions presented here and in the last chapter. Finally, the general state feedback $\mathcal{H}_{\infty}$ control problem and its relations with full information control problems are discussed in section 17.8.

### 17.1 General $\mathcal{H}_{\infty}$ Solutions

Consider the system described by the block diagram

where, as usual, $G$ and $K$ are assumed to be real rational and proper with $K$ constrained to provide internal stability. The controller is said to be admissible if it is real-rational, proper, and stabilizing. Although we are taking everything to be real, the results presented here are still true for the complex case with some obvious modifications. We will again only be interested in characterizing all suboptimal $\mathcal{H}_{\infty}$ controllers.

The realization of the transfer matrix $G$ is taken to be of the form

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & 0
\end{array}\right]=\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]
$$

which is compatible with the dimensions $z(t) \in \mathbb{R}^{p_{1}}, y(t) \in \mathbb{R}^{p_{2}}, w(t) \in \mathbb{R}^{m_{1}}$, $u(t) \in \mathbb{R}^{m_{2}}$, and the state $x(t) \in \mathbb{R}^{n}$. The following assumptions are made:
(A1) $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable;
(A2) $D_{12}=\left[\begin{array}{l}0 \\ I\end{array}\right]$ and $D_{21}=\left[\begin{array}{ll}0 & I\end{array}\right]$;
$\left[\begin{array}{cc}A-j \omega I & B_{2} \\ C_{1} & D_{12}\end{array}\right]$ has full column rank for all $\omega$;
$\left[\begin{array}{cc}A-j \omega I & B_{1} \\ C_{2} & D_{21}\end{array}\right]$ has full row rank for all $\omega$.
Assumption (A1) is necessary for the existence of stabilizing controllers. The assumptions in (A2) mean that the penalty on $z=C_{1} x+D_{12} u$ includes a nonsingular, normalized penalty on the control $u$, that the evogenous signal $w$ includes both plant disturbance and sensor noise, and that the sensor noise weighting is normalized and nonsingular. Relaxation of (A2) leads to singular control problems; see Stroorvogel [1990]. For those problems that have $D_{12}$ full column rank and $D_{21}$ full row rank but do not satisfy assumption (A2), a normalizing procedure is given in the next section so that an equivalent new system will satisfy this assumption.

Assumptions (A3) and (A4) are made for a technical reason: together with (A1) they guarantee that the two Hamiltonian matrices in the corresponding $\mathcal{H}_{2}$ problem belong to dom(Ric), as we have seen in Chapter 14. It is tempting to suggest that (A3) and (A4) can be dropped, but they are, in some sense, necessary for the methods
presented in the last chapter to be applicable. A further discussion of the assumptions and their possible relaxation will be discussed in Section 17.3.

The main result is now stated in terms of the solutions of the $X_{\infty}$ and $Y_{\infty}$ Riccati equations together with the "state feedback" and "output injection" matrices $F$ and $L$.

$$
\begin{aligned}
& R:=D_{1 \bullet}^{*} D_{1 \bullet}-\left[\begin{array}{cc}
\gamma^{2} I_{m_{1}} & 0 \\
0 & 0
\end{array}\right], \quad \text { where } \quad D_{1 \bullet}:=\left[\begin{array}{ll}
D_{11} & D_{12}
\end{array}\right] \\
& \tilde{R}:=D_{\bullet 1} D_{\bullet 1}^{*}-\left[\begin{array}{cc}
\gamma^{2} I_{p_{1}} & 0 \\
0 & 0
\end{array}\right], \quad \text { where } \quad D_{\bullet 1}:=\left[\begin{array}{c}
D_{11} \\
D_{21}
\end{array}\right] \\
& H_{\infty}:=\left[\begin{array}{cc}
A & 0 \\
-C_{1}^{*} C_{1} & -A^{*}
\end{array}\right]-\left[\begin{array}{c}
B \\
-C_{1}^{*} D_{1} \bullet
\end{array}\right] R^{-1}\left[\begin{array}{ll}
D_{1}^{*} C_{1} & B^{*}
\end{array}\right] \\
& J_{\infty}:=\left[\begin{array}{cc}
A^{*} & 0 \\
-B_{1} B_{1}^{*} & -A
\end{array}\right]-\left[\begin{array}{c}
C^{*} \\
-B_{1} D_{\bullet 1}^{*}
\end{array}\right] \tilde{R}^{-1}\left[\begin{array}{ll}
D_{\bullet 1} B_{1}^{*} & C
\end{array}\right] \\
& X_{\infty}:=\operatorname{Ric}\left(H_{\infty}\right) \quad Y_{\infty}:=\operatorname{Ric}\left(J_{\infty}\right) \\
& F:=\left[\begin{array}{l}
F_{1 \infty} \\
F_{2 \infty}
\end{array}\right]:=-R^{-1}\left[D_{1}^{*} C_{1}+B^{*} X_{\infty}\right] \\
& L:=\left[\begin{array}{ll}
L_{1 \infty} & L_{2 \infty}
\end{array}\right]:=-\left[B_{1} D_{\bullet 1}^{*}+Y_{\infty} C^{*}\right] \tilde{R}^{-1}
\end{aligned}
$$

Partition $D, F_{1 \infty}$, and $L_{1 \infty}$ are as follows:

$$
\left[\begin{array}{c|c|ccc} 
& F^{\prime} \\
\hline L^{\prime} & D
\end{array}\right]=\left[\begin{array}{cccc} 
& F_{11 \infty}^{*} & F_{12 \infty}^{*} & F_{2 \infty}^{*} \\
\hline L_{11 \infty}^{*} & D_{1111} & D_{1112} & 0 \\
L_{12 \infty}^{*} & D_{1121} & D_{1122} & I \\
L_{2 \infty}^{*} & 0 & I & 0
\end{array}\right]
$$

Remark 17.1 In the above matrix partitioning, some matrices may not exist depending on whether $D_{12}$ or $D_{21}$ is square. This issue will be discussed further later. For the time being, we shall assume all matrices in the partition exist.

Theorem 17.1 Suppose $G$ satisfies the assumptions (A1)-(A4).
(a) There exists an admissible controller $K(s)$ such that $\left\|\mathcal{F}_{\ell}(G, K)\right\|_{\infty}<\gamma$ (i.e. $\left\|T_{z w}\right\|_{\infty}<\gamma$ ) if and only if
(i) $\gamma>\max \left(\bar{\sigma}\left[D_{1111}, D_{1112},\right], \bar{\sigma}\left[D_{1111}^{*}, D_{1121}^{*}\right]\right)$;
(ii) $H_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ with $X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right) \geq 0$;
(iii) $J_{\infty} \in \operatorname{dom}($ Ric $)$ with $Y_{\infty}=\operatorname{Ric}\left(J_{\infty}\right) \geq 0$;
(iv) $\rho\left(X_{\infty} Y_{\infty}\right)<\gamma^{2}$.
(b) Given that the conditions of part (a) are satisfied, then all rational internally stabilizing controllers $K(s)$ satisfying $\left\|\mathcal{F}_{\ell}(\underset{I}{ }, K)\right\|_{\infty}<\gamma$ are given by

$$
K=\mathcal{F}_{\ell}\left(M_{\infty}, Q\right) \quad \text { for arbitrary } Q \in \mathcal{R} \mathcal{H}_{\infty} \quad \text { such that } \quad\|Q\|_{\infty}<\gamma
$$

where

$$
\begin{gathered}
M_{\infty}=\left[\begin{array}{c|cc}
\hat{A} & \hat{B}_{1} & \hat{B}_{2} \\
\hline \hat{C}_{1} & \hat{D}_{11} & \hat{D}_{12} \\
\hat{C}_{2} & \hat{D}_{21} & 0
\end{array}\right] \\
\left.\hat{D}_{11}=-D_{1121} D_{1111}^{*}\left(\gamma^{2} I-D_{1111}\right)_{1111}^{*}\right)^{-1} D_{1112}-D_{1122},
\end{gathered}
$$

$\hat{D}_{12} \in \mathbb{R}^{m_{2} \times m_{2}}$ and $\hat{D}_{21} \in \mathbb{R}^{p_{2} \times p_{2}}$ are any matrices (e.g. Cholesky factors) satisfying

$$
\begin{aligned}
& \hat{D}_{12} \hat{D}_{12}^{*}=I-D_{1121}\left(\gamma^{2} I-D_{1111}^{*} D_{1111}\right)^{-1} D_{1121}^{*} \\
& \hat{D}_{21}^{*} \hat{D}_{21}=I-D_{1112}^{*}\left(\gamma^{2} I-D_{1111} D_{1111}^{*}\right)^{-1} D_{1112}
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{B}_{2} & =Z_{\infty}\left(B_{2}+L_{1 \infty}\right) \hat{D}_{12} \\
\hat{C}_{2} & =-\hat{D}_{21}\left(C_{2}+H_{12 \infty}\right) \\
\hat{B}_{1} & =-Z_{\infty} L_{2 \infty}+\dot{B}_{2} \hat{D}_{12}^{-1} \hat{D}_{11} \\
\hat{C}_{1} & =F_{2 \infty}+\hat{D}_{11} \hat{D}_{21}^{-1} \hat{C}_{2} \\
\hat{A} & =A+B F+\hat{B}_{1} \hat{D}_{21}^{-1} \hat{C}_{2}
\end{aligned}
$$

where

$$
Z_{\infty}=\left(I-\gamma^{-2} Y_{\infty} \cdot Y_{\infty}\right)^{-1}
$$

(Note that if $D_{11}=0$ then the formulae are considerably simplified.)

## Some Special Cases:

Case 1: $D_{12}=I$
In this case

1. in part (a), (i) becomes $\gamma>\bar{\sigma}\left(D_{1121}\right)$.
2. in part (b)

$$
\begin{aligned}
\hat{D}_{11} & =-D_{1(22} \\
\hat{D}_{12} \hat{D}_{12}^{*} & =I-\sim^{-2} D_{1121} D_{1121}^{*} \\
\hat{D}_{21}^{*} \hat{D}_{21} & =I
\end{aligned}
$$

Case 2: $D_{21}=I$
In this case

1. in part (a), (i) becomes $\gamma>\bar{\sigma}\left(D_{1112}\right)$.
2. in part (b)

$$
\begin{aligned}
\hat{D}_{11} & =-D_{1122} \\
\hat{D}_{12} \hat{D}_{12}^{*} & =I \\
\hat{D}_{21}^{*} \hat{D}_{21} & =I-\gamma^{-2} D_{1112}^{*} D_{1112}
\end{aligned}
$$

Case 3: $D_{12}=I \& D_{21}=I$
In this case

1. in part (a), (i) drops out.
2. in part (b)

$$
\begin{aligned}
\hat{D}_{11} & =-D_{1122} \\
\hat{D}_{12} \hat{D}_{12}^{*} & =I \\
\hat{D}_{21}^{*} \hat{D}_{21} & =I .
\end{aligned}
$$

### 17.2 Loop Shifting

Let a given problem have the following diagram where $z_{p}(t) \in \mathbb{R}^{p_{1}}, y_{p}(t) \in \mathbb{R}^{p_{2}}$, $w_{p}(t) \in \mathbb{R}^{m_{1}}$, and $u_{p}(t) \in \mathbb{R}^{m_{2}}$ :


The plant $P$ has the following state space realization with $D_{p 12}$ full column rank and $D_{p 21}$ full row rank:

$$
P(s)=\left[\begin{array}{c|cc}
A_{p} & B_{p 1} & B_{p 2} \\
\hline C_{p 1} & D_{p 11} & D_{p 12} \\
C_{p 2} & D_{p 21} & D_{p 22}
\end{array}\right]
$$

The objective is to find all rational proper controllers $K_{p}(s)$ which stabilize $P$ and $\left\|\mathcal{F}_{\ell}\left(P, K_{p}\right)\right\|_{\infty}<\gamma$. To solve this problem we first transfer it to the standard one treated in the last section. Note that the following procedure can also be applied to the $\mathcal{H}_{2}$ problem (except the procedure for the case $D_{11} \neq 0$ ).

Normalize $D_{12}$ and $D_{21}$
Perform singular value decompositions to obtain the matrix factorizations

$$
D_{p 12}=U_{p}\left[\begin{array}{l}
0 \\
I
\end{array}\right] R_{p}, \quad D_{p 21}=\tilde{R}_{p}\left[\begin{array}{ll}
0 & I
\end{array}\right] \tilde{U}_{p}
$$

such that $U_{p}$ and $\tilde{U}_{p}$ are square and unitary. Now let

$$
z_{p}=U_{p} z, \quad w_{p}=\tilde{U}_{p}^{*} w, \quad y_{p}=\tilde{R}_{p} y, \quad u_{p}=R_{p} u
$$

and

$$
\begin{aligned}
& K(s)=R_{p} K_{p}(s) \tilde{R}_{p} \\
& G(s)=\left[\begin{array}{cc}
U_{p}^{*} & 0 \\
0 & \tilde{R}_{p}^{-1}
\end{array}\right] P(s)\left[\begin{array}{cc}
\tilde{U}_{p}^{*} & 0 \\
0 & R_{p}^{-1}
\end{array}\right] \\
&=\left[\begin{array}{ccc}
A_{p} & B_{p 1} \tilde{U}_{p}^{*} & B_{p 2} R_{p}^{-1} \\
\hline U_{p}^{*} C_{p 1} & U_{p}^{*} D_{p 11} \tilde{U}_{p}^{*} & U_{p}^{*} D_{p 12} R_{p}^{-1} \\
\tilde{R}_{p}^{-1} C_{p 2} & \tilde{R}_{p}^{-1} D_{p 21} \tilde{U}_{p}^{*} & \tilde{R}_{p}^{-1} D_{p 22} R_{p}^{-1}
\end{array}\right] \\
&=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right]=\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right] .
\end{aligned}
$$

Then

$$
D_{12}=\left[\begin{array}{l}
0 \\
I
\end{array}\right] \quad D_{21}=:\left[\begin{array}{ll}
0 & I
\end{array}\right]
$$

and the new system is shown below:


Furthermore, $\left\|\mathcal{F}_{\ell}\left(P, K_{p}\right)\right\|_{\alpha}=\left\|U_{p} \mathcal{F}_{\ell}(G, K) \tilde{U}_{p}\right\|_{\alpha}=\left\|\mathcal{F}_{\ell}(G, K)\right\|_{\alpha}$ for $\alpha=2$ or $\infty$ since $U_{p}$ and $\tilde{U}_{p}$ are unitary.

## Remove the Assumption $D_{22}=0$

Suppose $K(s)$ is a controller for $G$ with $D_{22}$ set to zero. Then the controller for $D_{22} \neq 0$ is $K\left(I+D_{22} K\right)^{-1}$. Hence there is no loss of generality in assuming $D_{22}=0$.

## Remove the Assumption $D_{11}=0$

We can even assume that $D_{11}=0$. In fact, Theorem 17.1 can be shown by first transforming the general problem to the standard problem considered in the last chapter using Theorem 16.2. This transformation is called loop-shifting. Before we go into the detailed description of the transformation, let us first consider a simple unitary matrix dilation problem.

Lemma 17.2 Suppose $D$ is a constant matrix such that $\|D\|<1$; then

$$
N=\left[\begin{array}{cc}
-D & \left(I-D D^{*}\right)^{1 / 2} \\
\left(I-D^{*} D\right)^{1 / 2} & D^{*}
\end{array}\right]
$$

is a unitary matrix ${ }^{1}$, i.e., $N^{*} N=I$.
This result can be easily verified, and the matrix $N$ is called a unitary dilation of $D^{*}$ (of course, there are many other ways to dilate a matrix to a unitary matrix).

Consider again the feedback system shown at the beginning of this chapter; without loss of generality, we shall assume that the system $G$ has the following realization:

$$
G=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} \\
C_{2} & {\left[\begin{array}{cc}
D_{1111} & D_{1112} \\
D_{1121} & D_{1122}
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
I
\end{array}\right]} \\
0 & I
\end{array}\right]
$$

with

$$
D_{12}=\left[\begin{array}{l}
0 \\
I
\end{array}\right], D_{21}=\left[\begin{array}{ll}
0 & I
\end{array}\right]
$$

Suppose there is a stabilizing controller $K$ such that $\left\|\mathcal{F}_{\ell}(G, K)\right\|_{\infty}<1$. (Suppose we have normalized $\gamma$ to 1 ). In the following, we will show how to construct a new system transfer matrix $M(s)$ and a new controller $\tilde{K}$ such that the $D_{11}$ matrix for $M(s)$ is zero, and, furthermore, $\left\|\mathcal{F}_{\ell}(G, K)\right\|_{\infty}<1$ if and only if $\left\|\mathcal{F}_{\ell}(M, \tilde{K})\right\|_{\infty}<1$. To begin with, note that $\left\|\mathcal{F}_{\ell}(G, K)(\infty)\right\|<1$ by the assumption

$$
\left\|\mathcal{F}_{\ell}(G, K)(\infty)\right\|=\left\|\begin{array}{cc}
D_{1111} & D_{1112} \\
D_{1121} & D_{1122}+K(\infty)
\end{array}\right\|
$$

Let

$$
D_{\infty} \in\left\{X: \left\lvert\, \begin{array}{cc}
D_{1111} & D_{1112} \\
D_{1121} & D_{1122}+X
\end{array}\right. \|<1\right\}
$$

[^18]For example, let $D_{\infty}=-D_{1122}-D_{1121}\left(I-D_{1111}^{*} D_{1111}\right)^{-1} D_{1111}^{*} D_{1112}$ and define

$$
\tilde{D}_{11}:=\left[\begin{array}{cc}
D_{1111} & D_{1112} \\
D_{1121} & D_{11!2}+D_{\infty}
\end{array}\right] ;
$$

then $\left\|\tilde{D}_{11}\right\|<1$. Let

$$
K(s)=\tilde{K}(s)+D_{\infty}
$$

to get

$$
\mathcal{F}_{\ell}(G, K)=\mathcal{F}_{\ell}\left(G, \tilde{K}+D_{\infty}\right)=\mathcal{F}_{\ell}(\tilde{G}, \tilde{K})
$$

where

$$
\left.\left.\left.\begin{array}{rl}
\tilde{G} & =\left[\begin{array}{c}
A+B_{2} D_{\infty} C_{2} \\
\hline C_{1}+D_{12} D_{\infty} C_{2} \\
C_{2}
\end{array}\right]\left[\begin{array}{cc}
D_{1111}+B_{2} D_{\infty} D_{21} & D_{1112} \\
D_{1121} & D_{1122}+D_{\infty}
\end{array}\right]
\end{array}\right]\left[\begin{array}{l}
0 \\
I
\end{array}\right]\right] \text { } \begin{array}{c}
0 \\
\hline
\end{array}\right]
$$

Let

$$
N=\left[\begin{array}{cc}
-\tilde{D}_{11} & \left(I-\tilde{D}_{11} \tilde{D}_{11}^{*}\right)^{1 / 2} \\
\left(I-\tilde{D}_{11}^{*} \tilde{D}_{11}\right)^{1 / 2} & \tilde{D}_{11}^{*}
\end{array}\right]
$$

and then $N^{*} N=I$. Furthermore, by Theorem 16.2 , we have that $K$ stabilizes $G$ and that $\left\|\mathcal{F}_{\ell}(G, K)\right\|_{\infty}<1$ if and only if $\mathcal{F}_{\ell}(G, K)$ internally stabilizes $N$ and

$$
\left\|\mathcal{F}_{\ell}\left(N, \mathcal{F}_{\ell}(G, K)\right)\right\|_{\infty}<1
$$

Note that

$$
\mathcal{F}_{\ell}\left(N, \mathcal{F}_{\ell}(G, K)\right)=\mathcal{F}_{\ell}(M, \tilde{K})
$$

with

$$
M(s)=\left[\begin{array}{c|cc}
\tilde{A}+\tilde{B}_{1} R_{1}^{-1} \tilde{D}_{11}^{*} \tilde{C}_{1} & \tilde{B}_{1} R_{1}^{-1 / 2} & \tilde{B}_{2}+\tilde{B}_{1} R_{1}^{-1} \tilde{D}_{11}^{*} \tilde{D}_{12} \\
\hline \tilde{R}_{1}^{-1 / 2} \tilde{C}_{1} & 0 & \tilde{R}_{1}^{-1 / 2} \tilde{D}_{12} \\
\tilde{C}_{2}+\tilde{D}_{21} R_{1}^{-1} \tilde{D}_{11}^{*} \tilde{C}_{1} & \tilde{D}_{21} R_{1}^{-1 / 2} & \tilde{D}_{21} R_{1}^{-1} \tilde{D}_{11}^{*} \tilde{D}_{12}
\end{array}\right]
$$

where $R_{1}=I-\tilde{D}_{11}^{*} \tilde{D}_{11}$ and $\tilde{R}_{1}=I-\tilde{D}_{11} \tilde{D}_{1!}^{*}$. In summary, we have the following lemma.

Lemma 17.3 There is a controller $K$ that internally stabilizes $G$ and $\left\|\mathcal{F}_{\ell}(G, K)\right\|_{\infty}<1$ if and only if there is a $\tilde{K}$ that stabilizes $M$ and $\left\|\mathcal{F}_{\ell}(M, \tilde{K})\right\|_{\infty}<1$.

Corollary 17.4 Let $G(s)=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$. Then $\|G(s)\|_{\infty}<1$ if and only if $\|D\|<1$,

$$
M(s)=\left[\begin{array}{c|c}
A+B\left(I-D^{*} D\right)^{-1} D^{*} C & B\left(I-D^{*} D\right)^{-1 / 2} \\
\hline\left(I-D D^{*}\right)^{-1 / 2} C & 0
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

and $\|M(s)\|_{\infty}<1$.

### 17.3 Relaxing Assumptions

In this section, we indicate how the results of section 17.1 can be extended to more general cases.

## Relaxing A3 and A4

Suppose that

$$
G=\left[\begin{array}{c|cc}
0 & 0 & 1 \\
\hline 0 & 0 & 1 \\
1 & 1 & 0
\end{array}\right]
$$

which violates both A3 and A4 and corresponds to the robust stabilization of an integrator. If the controller $u=-\epsilon x$ where $\epsilon>0$ is used, then

$$
T_{z w}=\frac{-\epsilon s}{s+\epsilon}, \quad \text { with }\left\|T_{z w}\right\|_{\infty}=\epsilon
$$

Hence the norm can be made arbitrarily small as $\epsilon \rightarrow 0$, but $\epsilon=0$ is not admissible since it is not stabilizing. This may be thought of as a case where the $\mathcal{H}_{\infty}$-optimum is not achieved on the set of admissible controllers. Of course, for this system, $\mathcal{H}_{\infty}$ optimal control is a silly problem, although the suboptimal case is not obviously so.

If one simply drops the requirement that controllers be admissible and removes assumptions A3 and A4, then the formulae presented above will yield $u=0$ for both the optimal controller and the suboptimal controller with $\Phi=0$. This illustrates that assumptions A3 and A4 are necessary for the techniques used in the last chapter to be directly applicable. An alternative is to develop a theory which maintains the same notion of admissibility but relaxes A3 and A4. The easiest way to do this would be to pursue the suboptimal case introducing $\epsilon$ perturbations so that A3 and A4 are satisfied.

## Relaxing A1

If assumption A1 is violated, then it is obvious that no admissible controllers exist. Suppose A1 is relaxed to allow unstabilizable and/or undetectable modes on the $j \omega$
axis and internal stability is also relaxed to alno allow closed-loop $j \omega$ axis poles, but A2-A4 is still satisfied. It can be easily shown that under these conditions the closedloop $\mathcal{H}_{\infty}$ norm cannot be made finite and, in particular, that the unstabilizable and/or undetectable modes on the $j \omega$ axis must show up as poles in the closed-loop system, see Lemma 16.1.

## Violating A1 and either or both of A3 and A4

Sensible control problems can be posed which violate A1 and either or both of A3 and A4. For example, cases when $A$ has modes at $s=: 0$ which are unstabilizable through $B_{2}$ and/or undetectable through $C_{2}$ arise when an integrator is included in a weight on a disturbance input or an error term. In these cases, either A3 or A4 are also violated, or the closed-loop $\mathcal{H}_{\infty}$ norm cannot be made finit.: In many applications, such problems can be reformulated so that the integrator occurs inside the loop (essentially using the internal model principle) and is hence detectal le and stabilizable. We will show this process in the next section.

An alternative approach to such problems wl ich could potentially avoid the problem reformulation would be to pursue the techniques in the last chapter but to relax internal stability to the requirement that all closed-loop modes be in the closed left half plane. Clearly, to have finite $\mathcal{H}_{\infty}$ norms, these closed loop modes could not appear as poles in $T_{z w}$. The formulae given in this chapter will often yield controllers compatible with these assumptions. The user would then have to decide whether closed-loop poles on the imaginary axis were due to weights and hence acceptable or due to the problem being poorly posed, as in the above example.

A third alternative is to again introduce $\epsilon$ perturbations so that A1, A3, and A4 are satisfied. Roughly speaking, this would produce sensible answers for sensible problems, but the behavior as $\epsilon \rightarrow 0$ could be problematic.

## Relaxing A2

In the cases that either $D_{12}$ is not full column rank or that $D_{21}$ is not full row rank, improper controllers can give a bounded $\mathcal{H}_{\infty}$-nocm for $T_{z w}$, although the controllers will not be admissible by our definition. Such singılar filtering and control problems have been well-studied in $\mathcal{H}_{2}$ theory and many of the same techniques go over to the $\mathcal{H}_{\infty}$-case (e.g. Willems [1981], Willems, Kitapci, and Silve:man [1986], and Hautus and Silverman [1983]). In particular, the structure algorithm of Silverman [1969] could be used to make the terms $D_{12}$ and $D_{21}$ full rank by the introduction of suitable differentiators in the controller. A complete solution to the singular problem can he found in [Stroorvogel, 1990].

## $17.4 \quad \mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ Integral Control

It is interesting to note that the $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ design frameworks do not in general produce integral control. In this section we show how to introduce integral control into the $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ design framework through a simple disturbance rejection problem. We consider a feedback system shown in Figure 17.1. We shall assume that the frequency contents of the disturbance $w$ are effectively modeled by the weighting $W_{d} \in \mathcal{R} \mathcal{H}_{\infty}$ and the constraints on control signal are limited by an appropriate choice of $W_{u} \in \mathcal{R} \mathcal{H}_{\infty}$. In order to let the output $y$ track the reference signal $r$, we require $K$ to contain an integrator, i.e., $K(s)$ has a pole at $s=0$. (In general, $K$ is required to have poles on the imaginary axis.)


Figure 17.1: A Simple Disturbance Rejection Problem
There are several ways to achieve the integral design. One approach is to introduce an integral in the performance weight $W_{e}$. Then the transfer function between $w$ and $z_{1}$ is given by

$$
z_{1}=W_{e}(I+P K)^{-1} W_{d} w .
$$

Now if the resulting controller $K$ stabilizes the plant $P$ and makes the norm (2-norm or $\infty$-norm) between $w$ and $z_{1}$ finite, then $K$ must have a pole at $s=0$ which is the zero of the sensitivity function (Assuming $W_{d}$ has no zeros at $s=0$ ). (This follows from the well-known internal model principle.) The problem with this approach is that the $\mathcal{H}_{2}$ (or $\mathcal{H}_{\infty}$ ) control theory presented in this chapter and in the previous chapters can not be applied to this problem formulation directly because the pole $s=0$ of $W_{e}$ becomes an uncontrollable pole of the feedback system and the very first assumption for the $\mathcal{H}_{2}$ (or $\mathcal{H}_{\infty}$ ) theory is violated.

However, the obstacles can be overcome by appropriately reformulating the problem. Suppose $W_{e}$ can be factorized as follows

$$
W_{e}=\tilde{W}_{e}(s) M(s)
$$

where $M(s)$ is proper, containing all the imaginary axis poles of $W_{e}$, and $M^{-1}(s) \in \mathcal{R H}_{\infty}, \tilde{W}_{e}(s)$ is stable and minimum phase. Now suppose there exists a
controller $K(s)$ which contains the same imaginary axis poles that achieves the performance. Then without loss of generality, $K$ can be factorized as

$$
K(s)=-\hat{K}(s), M(s)
$$

where there is no unstable pole/zero cancelation in forming the product $\hat{K}(s) M(s)$. Now the problem can be reformulated as in Figure 17.2. Figure 17.2 can be put in the general LFT framework as in Figure 17.3.


Figure 17.2: Disturbance Rejection with Imaginary Axis Poles
Let $\tilde{W}_{e}, W_{u}, W_{d}, M$, and $P$ have the following stabilizable and detectable state space realizations:

$$
\begin{gathered}
\tilde{W}_{e}=\left[\begin{array}{l|l}
A_{e} & B_{e} \\
\hline C_{e} & D_{e}
\end{array}\right], W_{u}=\left[\begin{array}{l|l}
A_{u} & B_{u} \\
\hline C_{u} & D_{u}
\end{array}\right], \quad W_{d}=\left[\begin{array}{l|l}
A_{d} & B_{d} \\
\hline C_{d} & D_{d}
\end{array}\right] \\
M=\left[\begin{array}{l|l}
A_{m} & B_{m} \\
\hline C_{m} & D_{m}
\end{array}\right], P=\left[\begin{array}{l|l}
A_{p} & B_{p} \\
\hline C_{p} & D_{p}
\end{array}\right] .
\end{gathered}
$$

Then a realization for the generalized system is given by

$$
G(s)=\left[\begin{array}{c}
\left.\left[\begin{array}{c}
\tilde{W}_{e} M W_{d} \\
0 \\
M W_{d}
\end{array}\right]\left[\begin{array}{c}
\tilde{W}_{e} M P \\
W_{u} \\
M P
\end{array}\right]\right] \text { }
\end{array}\right]
$$

$$
=\left[\begin{array}{ccccc|cc}
A_{e} & 0 & B_{e} C_{m} & B_{e} D_{m} C_{d} & B_{e} D_{n} C_{p} & B_{e} D_{m} D_{d} & B_{e} D_{m} D_{p} \\
0 & A_{u} & 0 & 0 & 0 & 0 & B_{u} \\
0 & 0 & A_{m} & B_{m} C_{d} & B_{m} C_{p} & B_{m} D_{d} & B_{m} D_{p} \\
0 & 0 & 0 & A_{d} & 0 & B_{d} & 0 \\
0 & 0 & 0 & 0 & A_{p} & 0 & B_{p} \\
\hline C_{e} & 0 & D_{e} C_{m} & D_{e} D_{m} C_{d} & D_{e} D_{n} C_{p} & D_{e} D_{m} D_{d} & D_{e} D_{m} D_{p} \\
0 & C_{u} & 0 & 0 & 0 & 0 & D_{u} \\
0 & 0 & C_{m} & D_{m} C_{d} & D_{m} O_{p} & D_{m} D_{d} & D_{m} D_{p}
\end{array}\right] .
$$



Figure 17.3: LFT Framework for the Disturbance Rejection Problem

We shall illustrate the above design through a simple numerical example. Let

$$
\begin{gathered}
P=\frac{s-2}{(s+1)(s-3)}=\left[\begin{array}{ll|l}
0 & 1 & 0 \\
3 & 2 & 1 \\
\hline-2 & 1 & 0
\end{array}\right], \quad W_{d}=1 \\
W_{u}=\frac{s+10}{s+100}=\left[\begin{array}{c|c}
-100 & -90 \\
\hline 1 & 1
\end{array}\right], \quad W_{e}=\frac{1}{s}
\end{gathered}
$$

Then we can choose without loss of generality that

$$
M=\frac{s+\alpha}{s}, \quad \tilde{W}_{e}=\frac{1}{s+\alpha}, \quad \alpha>0 .
$$

This gives the following generalized system

$$
G(s)=\left[\begin{array}{ccccc|cc}
-\alpha & 0 & 1 & -2 & 1 & 1 & 0 \\
0 & -100 & 0 & 0 & 0 & 0 & -90 \\
0 & 0 & 0 & -2 \alpha & \alpha & \alpha & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 3 & 2 & 0 & 1 \\
\hline 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & -2 & 1 & 1 & 0
\end{array}\right]
$$

and suboptimal $\mathcal{H}_{\infty}$ controller $\hat{K}_{\infty}$ for each $\alpha$ cin be computed easily as

$$
\hat{K}_{\infty}=\frac{-2060381.4(s+1)(s+\alpha)(s+100)(s-0.1557)}{(s+\alpha)^{2}(s+32.17)(s+262343)(s-19.89)}
$$

which gives the closed-loop $\infty$ norm 7.854. Hence the controller $K_{\infty}=-\hat{K}_{\infty}(s) M(s)$ is given by

$$
K_{\infty}(s)=\frac{2060381.4(s+1)(s+100)(s-0.1557)}{s(s+32.17)(s+262343)(s-19.89)} \approx \frac{7.85(s+1)(s+100)(s-0.1557)}{s(s+32.17)(s-19.89)}
$$

which is independent of $\alpha$ as expected. Similarly. we can solve an optimal $\mathcal{H}_{2}$ controller

$$
\hat{K}_{2}=\frac{-43.487(s+1)(s+\alpha)(s+100)(s-0.069)}{(s+\alpha)^{2}\left(s^{2}+30.94 s+411.81\right)(s-7.964)}
$$

and

$$
K_{2}(s)=-\hat{K}_{2}(s) M(s)=\frac{43.487(s+1)(s+100)(s-0.069)}{s\left(s^{2}+30.94 s+411.81\right)(s-7.964)}
$$

An approximate integral control can also br: achieved without going through the above process by letting

$$
W_{e}=\tilde{W}_{e}=\frac{1}{s+\epsilon}, M(s)=1
$$

for a sufficiently small $\epsilon>0$. For example, a cor troller for $\epsilon=0.001$ is given by

$$
K_{\infty}=\frac{316880(s+1)(s+100)(s-0.1545)}{(s+0.001)(s+32)(s+40370)(s-20)} \approx \frac{7.85(s+1)(s+100)(s-0.1545)}{s(s+32)(s-20)}
$$

which gives the closed-loop $\mathcal{H}_{\infty}$ norm of 7.85 . Similarly, an approximate $\mathcal{H}_{2}$ integral controller is obtained as

$$
K_{2}=\frac{43.47(s+1)(s+100)(s-0.0679)}{(s+0.001)\left(s^{2}+30.93 s+411.7\right)(s-7.9718)} .
$$

## $17.5 \quad \mathcal{H}_{\infty}$ Filtering

In this section we show how the filtering problem can be solved using the $\mathcal{H}_{\infty}$ theory developed earlier. Suppose a dynamic system is described by the following equations

$$
\begin{align*}
\dot{x} & =A x+B_{1} w(t), \quad x(0)=0  \tag{17.1}\\
y & =C_{2} x+D_{21} w(t)  \tag{17.2}\\
z & =C_{1} x+D_{11} w(t) \tag{17.3}
\end{align*}
$$

The filtering problem is to find an estimate $\hat{z}$ of $z$ in some sense using the measurement of $y$. The restriction on the filtering problem is that the filter has to be causal so
that it can be realized, i.e., $\hat{z}$ has to be generated by a causal system acting on the measurements. We will further restrict our filter to be unbiased, i.e., given $T>0$ the estimate $\hat{z}(t)=0 \forall t \in[0, T]$ if $y(t)=0, \forall t \in[0, T]$. Now we can state our $\mathcal{H}_{\infty}$ filtering problem.
$\mathcal{H}_{\infty}$ Filtering: Given a $\gamma>0$, find a causal filter $F(s) \in \mathcal{R} \mathcal{H}_{\infty}$ if it exists such that

$$
J:=\sup _{w \in \mathcal{L}_{2}[0, \infty)} \frac{\|z-\hat{z}\|_{2}^{2}}{\|w\|_{2}^{2}}<\gamma^{2}
$$

with $\hat{z}=F(s) y$.
A diagram for the filtering problem is shown in Figure 17.4.


Figure 17.4: Filtering Problem Formulation
The above filtering problem can also be formulated in an LFT framework: given a system shown below


$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & 0 \\
\hline C_{1} & D_{11} & -I \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

find a filter $F(s) \in \mathcal{R} \mathcal{H}_{\infty}$ such that

$$
\begin{equation*}
\sup _{w \in \mathcal{L}_{2}} \frac{\left\|z_{\Delta}\right\|_{2}^{2}}{\|w\|_{2}^{2}}<\gamma^{2} \tag{17.4}
\end{equation*}
$$

Hence the filtering problem can be regarded as a special $\mathcal{H}_{\infty}$ problem. However, comparing with control problems there is no internal stability requirement in the filtering problem. Hence the solution to the above filtering problem can be obtained from the $\mathcal{H}_{\infty}$ solution in the previous sections by setting $B_{2}=0$ and dropping the internal stability requirement.

Theorem 17.5 Suppose $\left(C_{2}, A\right)$ is detectable and

$$
\left[\begin{array}{cc}
A-j \omega I & B_{1} \\
C_{2} & D_{21}
\end{array}\right]
$$

has full row rank for all $\omega$. Let $D_{21}$ be normalized and $D_{11}$ partitioned conformably as

$$
\left[\begin{array}{c}
D_{11} \\
D_{21}
\end{array}\right]=\left[\begin{array}{cc}
D_{111} & D_{112} \\
0 & I
\end{array}\right]
$$

Then there exists a causal filter $F(s) \in \mathcal{R} \mathcal{H}_{\infty}$ such that $J<\gamma^{2}$ if and only if $\bar{\sigma}\left(D_{111}\right)<\gamma$ and $J_{\infty} \in \operatorname{dom}(\operatorname{Ric})$ with $Y_{\infty}=\operatorname{Ric}\left(J_{\infty}\right) \geq 0$ where

$$
\begin{aligned}
\tilde{R} & :=\left[\begin{array}{l}
D_{11} \\
D_{21}
\end{array}\right]\left[\begin{array}{l}
D_{11} \\
D_{21}
\end{array}\right]^{*}-\left[\begin{array}{cc}
\gamma^{2} I & 0 \\
0 & 0
\end{array}\right] \\
J_{\infty} & :=\left[\begin{array}{cc}
A^{*} & 0 \\
-B_{1} B_{1}^{*} & -A
\end{array}\right]-\left[\begin{array}{cc}
C_{1}^{*} & C_{2}^{*} \\
-B_{1} D_{11}^{*} & -B_{1} D_{21}^{*}
\end{array}\right] \tilde{R}^{-1}\left[\begin{array}{cc}
D_{11} B_{1}^{*} & C_{1} \\
D_{21} B_{1}^{*} & C_{2}
\end{array}\right] .
\end{aligned}
$$

Moreover, if the above conditions are satisfied, then a rational causal filter $F(s)$ satisfying $J<\gamma^{2}$ is given by

$$
\hat{z}=F(s) y=\left[\begin{array}{c|c}
A+L_{2 \infty} C_{2}+L_{1 \infty} D_{112} C_{2} & -L_{2 \infty}-L_{1 \infty} D_{112} \\
\hline C_{1}-D_{112} C_{2} & D_{112}
\end{array}\right] y
$$

where

$$
\left[\begin{array}{cc}
L_{1 \infty} & L_{2 \infty}
\end{array}\right]:=-\left[\begin{array}{ll}
B_{1} D_{11}^{*}+Y_{\infty} C_{1}^{*} & B_{1} D_{21}^{*}+Y_{\infty} C_{2}^{*}
\end{array}\right] \tilde{R}^{-1}
$$

In the case where $D_{11}=0$ and $B_{1} D_{21}^{*}=0$ the filter becomes much simpler:

$$
\hat{z}=\left[\begin{array}{cc}
A-Y_{\infty} C_{2}^{*} C_{2} & Y_{\infty} C_{2}^{*} \\
C_{1} & 0
\end{array}\right]
$$

where $Y_{\infty}$ is the stabilizing solution to

$$
Y_{\infty} A^{*}+A Y_{\infty}+Y_{\infty}\left(\gamma^{-2} C_{1}^{*} C_{1}-C_{2}^{*} C_{2}\right) Y_{\infty}+B_{1} B_{1}^{*}=0
$$

### 17.6 Youla Parameterization Approach*

In this section, we shall briefly outline an alternative approach to solving the standard $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ control problems using the $Q$ parameterization (Youla parameterization) approach. This approach was the main focus in the early 1980's and is still very useful in solving many interesting problems. We will see that this approach may suggest additional interpretations for the results presented in the last chapter and applies to both $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ problems. The $\mathcal{H}_{2}$ problem is very simple and involves a projection. While the $\mathcal{H}_{\infty}$ problem is much more difficult, it bears some similarities to the constant matrix dilation problem but with the restriction of internal stability. Nevertheless, we
have built enough tools to give a fairly complete solution using this $Q$ parameterization approach.

Assume again that the $G$ has the realization

$$
G=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right]
$$

with the same assumptions as before. But for convenience, we will allow the assumption (A2) to be relaxed to the following
$\left(\mathrm{A} 2^{\prime}\right) D_{12}$ is full column rank with $\left[\begin{array}{ll}D_{12} & D_{\perp}\end{array}\right]$ unitary, and $D_{21}$ is full row rank with $\left[\begin{array}{c}D_{21} \\ \tilde{D}_{\perp}\end{array}\right]$ unitary.

Next, we will outline the steps required to solve the $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ control problems. Because of the similarity between the $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ problems, they are developed in parallel below.

Parameterization: Recall that all controllers stabilizing the plant $G$ can be expressed as

$$
K=\mathcal{F}_{\ell}\left(M_{2}, Q\right), I+D_{22} Q(\infty) \text { invertible }
$$

with $Q \in \mathcal{R} \mathcal{H}_{\infty}$ and

$$
M_{2}=\left[\begin{array}{c|cc}
A+B_{2} F_{2}+L_{2} C_{2}+L_{2} D_{22} F_{2} & -L_{2} & B_{2}+L_{2} D_{22} \\
\hline F_{2} & 0 & I \\
-\left(C_{2}+D_{22} F_{2}\right) & I & -D_{22}
\end{array}\right]
$$

where

$$
\begin{aligned}
F_{2} & =-\left(B_{2}^{*} X_{2}+D_{12}^{*} C_{1}\right) \\
L_{2} & =-\left(Y_{2} C_{2}^{*}+B_{1} D_{21}^{*}\right) \\
X_{2} & =\operatorname{Ric}\left[\begin{array}{cc}
A-B_{2} D_{12}^{*} C_{1} & -B_{2} B_{2}^{*} \\
-C_{1}^{*} D_{\perp} D_{\perp}^{*} C_{1} & -\left(A-B_{2} D_{12}^{*} C_{1}\right)^{*}
\end{array}\right] \geq 0 \\
Y_{2} & =\operatorname{Ric}\left[\begin{array}{cc}
\left(A-B_{1} D_{21}^{*} C_{2}\right)^{*} & -C_{2}^{*} C_{2} \\
-B_{1} \tilde{D}_{\perp}^{*} \tilde{D}_{\perp} B_{1}^{*} & -\left(A-B_{1} D_{21}^{*} C_{2}\right)
\end{array}\right] \geq 0
\end{aligned}
$$

Then the closed-loop transfer matrix from $w$ to $z$ can be written as

$$
\mathcal{F}_{\ell}(G, K)=T_{o}+U Q V, \quad I+D_{22} Q(\infty) \text { invertible }
$$

where

$$
\begin{gathered}
T_{o}=\left[\begin{array}{cc|c}
A_{F_{2}} & -B_{2} F_{2} & B_{1} \\
0 & A_{L_{2}} & B_{1 L_{2}} \\
\hline C_{1 F_{2}} & -D_{12} F_{2} & D_{11}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty} \\
U=\left[\begin{array}{c|c}
A_{F_{2}} & B_{2} \\
\hline C_{1 F_{2}} & D_{12}
\end{array}\right], V=\left[\begin{array}{c|c}
A_{L_{2}} & B_{1 L_{2}} \\
\hline C_{2} & D_{21}
\end{array}\right]
\end{gathered}
$$

and

$$
\begin{gathered}
A_{F_{2}}:=A+B_{2} F_{2}, \quad .^{A_{2}}:=A+L_{2} C_{2} \\
C_{1 F_{2}}=C_{1}+D_{12} F_{2}, \quad B_{1 L_{2}}=B_{1}+L_{2} D_{21} .
\end{gathered}
$$

It is easy to show that $U$ is an inner, $U^{\sim} U^{\prime}=I$, and $V$ is a co-inner, $V V^{\sim}=I$.
Unitary Invariant: There exist $U_{\perp}$ and $V_{\perp}$ such that $\left[\begin{array}{ll}U & U_{\perp}\end{array}\right]$ and $\left[\begin{array}{c}V \\ V_{\perp}\end{array}\right]$ are square and inner:

$$
U_{\perp}=\left[\begin{array}{c|c}
A_{F_{2}} & -X_{2}^{+} C_{1}^{*} D_{\perp} \\
\hline C_{1 F_{2}} & D_{\perp}
\end{array}\right], V_{\perp}=\left[\begin{array}{c|c}
A_{L_{2}} & B_{1 L_{2}} \\
\hline-\tilde{D}_{\perp} B_{1}^{*} Y_{2}^{+} & \tilde{D}_{\perp}
\end{array}\right] .
$$

Since the multiplication of square inner matrices do not change $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ norms, we have for $\alpha=2$ or $\infty$

$$
\begin{aligned}
& \left\|\mathcal{F}_{\ell}(P, K)\right\|_{\alpha}=\left\|T_{o}+U Q V\right\|_{\alpha} \\
& =\|\left[\begin{array}{lll}
U & U_{\perp} & { }^{\sim}\left(T_{o}+U Q V\right)
\end{array}\left[\begin{array}{c}
V \\
V_{\perp}
\end{array}\right]^{\sim} \|_{\alpha}\right. \\
& =\left\|\left[\begin{array}{cc}
R_{11}+Q & R_{12} \\
R_{21} & R_{22}
\end{array}\right]\right\|_{\alpha}
\end{aligned}
$$

where

$$
R=\left[\begin{array}{l}
U^{\sim} \\
U_{\perp}^{\sim}
\end{array}\right] T_{o}\left[\begin{array}{ll}
V^{\sim} & V_{\perp}^{\sim}
\end{array}\right]
$$

with the obvious partitioning. It can be shown through some long and tedious algebra that $R$ is antistable and has the following representation:

$$
R=\left[\begin{array}{cc|cc}
-A_{F_{2}}^{*} & E B_{1 L 2}^{*} & -E D_{21}^{*} & -E \tilde{D}_{\perp}^{*} \\
0 & -A_{L_{2}}^{*} & C_{2}^{*} & -Y_{2}^{+} B_{1} \tilde{D}_{\perp}^{*} \\
\hline B_{2}^{*} & F_{2} Y_{2}-D_{12}^{*} D_{11} B_{1 L_{2}}^{*} & D_{12}^{*} D_{11} D_{21}^{*} & D_{12}^{*} D_{11} \tilde{D}_{\perp}^{*} \\
-D_{\perp}^{*} C_{1} X_{2}^{+} & -D_{\perp}^{*} D_{11} B_{1 L_{2}}^{*} & D_{\perp}^{*} D_{11} D_{21}^{*} & D_{\perp}^{*} D_{11} \tilde{D}_{\perp}^{*}
\end{array}\right]
$$

where $E:=X_{2} B_{1}+C_{1 F_{2}}^{*} D_{11}$.

Projection/Dilation: At this point the $\alpha=2$ and $\alpha=\infty$ cases have to be treated separately.
$\mathcal{H}_{2}$ case: In this case, we will assume $D_{\perp}^{*} D_{11}=0$ and $D_{11} \tilde{D}_{\perp}^{*}=0$; otherwise, the 2 -norm of the closed loop transfer matrix will be unbounded since

$$
R(\infty)=\left[\begin{array}{cc}
D_{12}^{*} D_{11} D_{21}^{*} & D_{12}^{*} D_{11} \tilde{D}_{\perp}^{*} \\
D_{\perp}^{*} D_{11} D_{21}^{*} & D_{\perp}^{*} D_{11} \tilde{D}_{\perp}^{*}
\end{array}\right] .
$$

Now from the definition of 2 -norm, the problem can be rewritten as

$$
\begin{aligned}
\left\|\mathcal{F}_{\ell}(G, K)\right\|_{2}^{2} & =\left\|\left[\begin{array}{cc}
R_{11}+Q & R_{12} \\
R_{21} & R_{22}
\end{array}\right]\right\|_{2}^{2} \\
& =\left\|R_{11}+Q\right\|_{2}^{2}+\left\|\left[\begin{array}{cc}
0 & R_{12} \\
R_{21} & R_{22}
\end{array}\right]\right\|_{2}^{2} .
\end{aligned}
$$

Furthermore,

$$
\left\|R_{11}+Q\right\|_{2}^{2}=\left\|R_{11}-D_{12}^{*} D_{11} D_{21}^{*}\right\|_{2}^{2}+\left\|Q+D_{12}^{*} D_{11} D_{21}^{*}\right\|_{2}^{2}
$$

since $\left(R_{11}-D_{12}^{*} D_{11} D_{21}^{*}\right) \in \mathcal{H}_{2}^{\perp}$ and $\left(Q+D_{12}^{*} D_{11} D_{21}^{*}\right) \in \mathcal{H}_{\infty}$. In fact, ( $Q+D_{12}^{*} D_{11} D_{21}^{*}$ ) has to be in $\mathcal{H}_{2}$ to guarantee that the 2-norm be finite.
Hence the unique optimal solution is given by a projection to $\mathcal{H}_{\infty}$ :

$$
Q_{o p t}=\left[-R_{11}\right]_{+}=-D_{12}^{*} D_{11} D_{21}^{*} .
$$

The optimal controller is given by

$$
K_{o p t}=\mathcal{F}_{\ell}\left(M_{2}, Q_{o p t}\right) .
$$

In particular, if $D_{11}=0$ then $K_{\text {opt }}=\mathcal{F}_{\ell}\left(M_{2}, 0\right)$.
$\mathcal{H}_{\infty}$ case: Recall the definition of the $\infty$-norm:

$$
\left\|\left[\begin{array}{cc}
R_{11}+Q & R_{12} \\
R_{21} & R_{22}
\end{array}\right]\right\|_{\infty}=\sup _{\omega} \bar{\sigma}\left(\left[\begin{array}{cc}
R_{11}+Q & R_{12} \\
R_{21} & R_{22}
\end{array}\right]\right)(j \omega) .
$$

Consider the minimization problem with respect to $Q$ frequency by frequency; it becomes a constant matrix dilation problem if no causality restrictions are imposed on $Q$. The $\mathcal{H}_{\infty}$ optimal control follows this idea. However, it should be noted that since $Q$ is restricted to be an $\mathcal{R H} \mathcal{H}_{\infty}$ matrix, the term $R_{11}+Q$ cannot be made into an arbitrary matrix. Therefore, the problem will be significantly different from the constant matrix case, and, generically,

$$
\min _{Q \in \mathcal{H}_{\infty}}\left\|\left[\begin{array}{cc}
R_{11}+Q & R_{12} \\
R_{21} & R_{22}
\end{array}\right]\right\|_{\infty}>\gamma_{0}
$$

where

$$
\gamma_{0}:=\max \left\{\left\|\left[\begin{array}{ll}
R_{21} & R_{22}
\end{array}\right]\right\|_{\infty},\left\|\left[\begin{array}{l}
R_{12} \\
R_{22}
\end{array}\right]\right\|_{\infty}\right\}
$$

It is convenient to use the characterization in Corollary 2.23. Recall that

$$
\left\|\left[\begin{array}{cc}
R_{11}+Q & R_{12} \\
R_{21} & R_{22}
\end{array}\right]\right\|_{\infty} \leq \gamma(<\gamma), \text { for } \gamma>\gamma_{0}
$$

iff

$$
\left\|\left(I-W W^{\sim}\right)^{-1 / 2}\left(Q+R_{11}+W R_{22}^{\sim} Z\right)\left(I-Z^{\sim} Z\right)^{-1 / 2}\right\|_{\infty} \leq \gamma(<\gamma)
$$

where

$$
\begin{aligned}
W & =R_{12}\left(\gamma^{2} I-R_{22}^{\sim} R_{22}\right)^{-1 / 2} \\
Z & =\left(\gamma^{2} I-R_{22} R_{22}^{\sim}\right)^{-1 / 2} R_{21}
\end{aligned}
$$

The key here is to find the spectral factors $\left(I-W W^{\sim}\right)^{1 / 2}$ and $\left(I-Z^{\sim} Z\right)^{1 / 2}$ with stable inverses such that if $M=\left(I-W W^{\sim}\right)^{1 / 2}$ and $N=\left(I-Z^{\sim} Z\right)^{1 / 2}$, then $M, M^{-1}, N, N^{-1} \in \mathcal{H}_{\infty} ; M M^{\sim}=I-W W^{\sim}$, and $N^{\sim} N=\left(I-Z^{\sim} Z\right)$. Now let

$$
\hat{Q}:=M^{-1} Q N^{-1}, \quad G:=M^{-1}\left(R_{11}+W R_{22}^{\sim} Z\right) N^{-1}
$$

then the problem is reduced to finding $\hat{Q} \in \mathcal{H}_{\infty}$ such that

$$
\begin{equation*}
\|G+\hat{Q}\|_{c:} \leq \gamma(<\gamma) \tag{17.5}
\end{equation*}
$$

Note that $Q=M \hat{Q} N \in \mathcal{H}_{\infty}$ iff $\hat{Q} \in \mathcal{H}_{\infty}$.
The final step in the $\mathcal{H}_{\infty}$ problem involves solving (17.5) for $\hat{Q} \in \mathcal{H}_{\infty}$. This is a standard Nehari problem and is solved in Chapter 8. The optimal control law will be given by

$$
K_{o p t}=\mathcal{F}_{\ell}\left(J, Q_{o p t}\right)
$$

### 17.7 Connections

This section considers the connections between the Youla parameterization approach and the current state space approach discussed in the last chapter. The key is Lemma 15.7 and its connection with the formulae given in the last section.

To see how Lemma 15.7 might be used in the last section to prove Theorems 16.4 and 16.5 or Theorem 17.1 , we begin with $G$ having state dimension $n$. For simplicity,
we assume further that $D_{11}=0$. Then from the last section, we have

$$
\begin{aligned}
\left\|T_{z w}\right\|_{\infty} & =\left\|R+\left[\begin{array}{ll}
Q & 0 \\
0 & 0
\end{array}\right]\right\|_{\infty} \\
& =\left\|\left[\begin{array}{cc}
R_{11}+Q & R_{12} \\
R_{21} & R_{22}
\end{array}\right]\right\|_{\infty} \\
& =\left\|R^{\sim}+\left[\begin{array}{cc}
Q^{\sim} & 0 \\
0 & 0
\end{array}\right]\right\|_{\infty}
\end{aligned}
$$

where $R$ has state dimension $2 n$. Now define

$$
\left[\begin{array}{ll}
N_{11} & N_{12} \\
N_{21} & N_{22}
\end{array}\right]:=R^{\sim}
$$

Then

$$
\left[\begin{array}{ll}
N_{11} & N_{12}  \tag{17.6}\\
N_{21} & N_{22}
\end{array}\right]=\left[\begin{array}{cc|cc}
A_{F_{2}} & 0 & B_{2} & -X_{2}^{+} C_{1}^{*} D_{\perp} \\
-B_{1 L 2} B_{1}^{*} X_{2} & A_{L_{2}} & Y_{2} F_{2}^{*} & 0 \\
\hline D_{21} B_{1}^{*} X_{2} & -C_{2} & 0 & 0 \\
\tilde{D}_{\perp} B_{1}^{*} X_{2} & \tilde{D}_{\perp} B_{1}^{*} Y_{2}^{+} & 0 & 0
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

and the $\mathcal{H}_{\infty}$ problem becomes to find an anticausal $Q^{\sim}$ such that

$$
\left\|\left[\begin{array}{cc}
N_{11}+Q^{\sim} & N_{12} \\
N_{21} & N_{22}
\end{array}\right]\right\|_{\infty}<\gamma .
$$

Let $w=\left[\begin{array}{l}w_{1} \\ w_{2}\end{array}\right]$ and note that

$$
\begin{aligned}
\left\|\left[\begin{array}{cc}
N_{11}+Q^{\sim} & N_{12} \\
N_{21} & N_{22}
\end{array}\right]\right\|_{\infty}^{2} & :=\sup _{w \in \mathcal{B} \mathcal{L}_{2}}\left\|\left[\begin{array}{cc}
N_{11}+Q^{\sim} & N_{12} \\
N_{21} & N_{22}
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
w_{2}
\end{array}\right]\right\|_{2}^{2} \\
& \geq \sup _{\left\{w \in \mathcal{B} \mathcal{L}_{2}\right\} \cap\left\{w_{1} \in \mathcal{H}_{2}^{\perp}\right\}}\left\|\left[\begin{array}{cc}
N_{11}+Q^{\sim} & N_{12} \\
N_{21} & N_{22}
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
w_{2}
\end{array}\right]\right\|_{2}^{2}
\end{aligned}
$$

The right hand side of the above inequality can be written as

$$
\sup _{\left\{w \in \mathcal{B} \mathcal{L}_{2}\right\} \cap\left\{w_{1} \in \mathcal{H}_{2}^{\perp}\right\}}\left\{\left\|\left[\begin{array}{cc}
P_{+} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{ll}
N_{11} & N_{12} \\
N_{21} & N_{22}
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
w_{2}
\end{array}\right]\right\|_{2}^{2}\right.
$$

$$
\left.+\left\|Q^{\sim} w_{1}+P_{-}\left(N_{11} w_{1}+N_{12} w_{2}\right)\right\|_{2}^{2}\right\}
$$

Hence the $\mathcal{H}_{\infty}$ problem has a solution only if

$$
\sup _{\left\{w \in \mathcal{B} \mathcal{L}_{2}\right\} \cap\left\{w_{1} \in \mathcal{H}_{2}^{\perp}\right\}}\left\|\left[\begin{array}{cc}
P_{+} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{ll}
N_{11} & N_{12} \\
N_{21} & N_{22}
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
w_{2}
\end{array}\right]\right\|_{2}<\gamma
$$

But this is exactly the same operator as the one in Lemma 15.7. Lemma 15.7 may be applied to derive the solvability conditions and rome additional arguments to construct a $Q \in \mathcal{R} \mathcal{H}_{\infty}$ from $X$ and $Y$ such that $\| T_{z w}(Q) \infty<\gamma$. In fact, it turns out that $X$ in Lemma 15.7 for $N$ is exactly $W$ in the FI proof

The final step is to obtain the controller fron $M_{2}$ and $Q$. Since $M_{2}$ has state dimension $n$ and $Q$ has $2 n$, the apparent state dimen tion of $K$ is $3 n$, but some tedious state space manipulations produce cancelations resulting in the $n$ dimensional controller formulae in Theorems 16.4 and 16.5. This approach is exactly the procedure used in Doyle [1984] and Francis [1987] with Lemma 15.7 used to solve the general distance problem. Although this approach is conceptually straightiorward and was, in fact, used to obtain the first proof of the current state space results in this chapter, it seems unnecessarily cumbersome and indirect. The results in G over, Limebeer, Doyle, Kasenally, and Safonov [1991] on the optimal case have however used this approach.

### 17.8 State Feedback

It has been shown in Chapters 15 and 16 that a (central) suboptimal full information $\mathcal{H}_{\infty}$ control law is actually a pure state feedback if $D_{11}=0$. However, this is not true in general if $D_{11} \neq 0$, as will be shown below Nevertheless, the state feedback $\mathcal{H}_{\infty}$ control is itself a very interesting problem and deserves special treatment. This section is devoted to the study of this state feedback $\mathcal{H}_{\infty}$ control problem and its connections with full information control.

Consider a dynamical system

$$
\begin{align*}
\dot{x} & =A x+B_{1} w+B_{2} u  \tag{17.7}\\
z & =C_{1} x+D_{11} w+D_{12} u \tag{17.8}
\end{align*}
$$

where $z(t) \in \mathbb{R}^{p_{1}}, y(t) \in \mathbb{R}^{p_{2}}, w(t) \in \mathbb{R}^{m_{1}}, u\left(t, \in \mathbb{R}^{m_{2}}\right.$, and $x(t) \in \mathbb{R}^{n}$. The following assumptions are made:
(AS1) $\left(A, B_{2}\right)$ is stabilizable;
(AS2) There is a matrix $D_{\perp}$ such that $\left[\begin{array}{cc}D_{12} & I_{\perp}\end{array}\right]$ is unitary;
(AS3) $\left[\begin{array}{cc}A-j \omega I & B_{2} \\ C_{1} & D_{12}\end{array}\right]$ has full column rank for all $\omega$.

We are interested in the following two related quadratic min-max problems: given $\gamma>0$, check if

$$
\sup _{w \in B \mathcal{L}_{2}[0, \infty)} \min _{u \in \mathcal{L}_{2}[0, \infty)}\|z\|_{2}<\gamma
$$

and

$$
\min _{u \in \mathcal{L}_{2}[0, \infty)} \sup _{w \in B \mathcal{L}_{2}[0, \infty)}\|z\|_{2}<\gamma
$$

The first problem can be regarded as a full information control problem since the control signal $u$ can be a function of the disturbance $w$ and the system state $x$. On the other hand, the optimal control signal in the second problem cannot depend on the disturbance $w$ (the worst disturbance $w$ can be a function of $u$ and $x$ ). In fact, it will be shown that the control signal in the latter problem depends only on the system state; hence, it is equivalent to a state feedback control.

Theorem 17.6 Let $\gamma>0$ be given and define

$$
\begin{aligned}
R & :=D_{1 \bullet}^{*} D_{1 \bullet}-\left[\begin{array}{cc}
\gamma^{2} I_{m_{1}} & 0 \\
0 & 0
\end{array}\right], \text { where } D_{1} \bullet:=\left[\begin{array}{ll}
D_{11} & D_{12}
\end{array}\right] \\
H_{\infty} & :=\left[\begin{array}{cc}
A & 0 \\
-C_{1}^{*} C_{1} & -A^{*}
\end{array}\right]-\left[\begin{array}{c}
B \\
-C_{1}^{*} D_{1} \bullet
\end{array}\right] R^{-1}\left[\begin{array}{ll}
D_{1 \bullet}^{*} C_{1} & B^{*}
\end{array}\right]
\end{aligned}
$$

where $B:=\left[\begin{array}{ll}B_{1} & B_{2}\end{array}\right]$.
(a) $\sup _{w \in B \mathcal{L}_{2}[0, \infty)} \min _{u \in \mathcal{L}_{2}[0, \infty)}\|z\|_{2}<\gamma$ if and only if

$$
\bar{\sigma}\left(D_{\perp}^{*} D_{11}\right)<\gamma, \quad H_{\infty} \in \operatorname{dom}(\operatorname{Ric}), \quad X_{\infty}=\operatorname{Ric}\left(H_{\infty}\right) \geq 0
$$

Moreover, a $u$ satisfying $\sup _{w \in B \mathcal{L}_{2}[0, \infty)} \min _{u \in \mathcal{L}_{2}[0, \infty)}\|z\|_{2}<\gamma$ is given by

$$
u=-D_{12}^{*} D_{11} w+\left[\begin{array}{ll}
D_{12}^{*} D_{11} & I
\end{array}\right] F x
$$

where

$$
F:=\left[\begin{array}{l}
F_{1 \infty} \\
F_{2 \infty}
\end{array}\right]:=-R^{-1}\left[D_{1 \bullet}^{*} C_{1}+B^{*} X_{\infty}\right] .
$$

(b) $\min _{u \in \mathcal{L}_{2}[0, \infty)} \sup _{w \in B \mathcal{L}_{2}[0, \infty)}\|z\|_{2}<\gamma$ if and only if

$$
\bar{\sigma}\left(D_{11}\right)<\gamma, \quad H_{\infty} \in \operatorname{dom}(\operatorname{Ric}), \quad X_{\infty}=\operatorname{Ric}\left(H_{\infty} \geq 0\right.
$$

Moreover, a u satisfying $\min _{u \in \mathcal{C}_{2}[0, \infty)} \sup _{w \in B \mathcal{L}_{2}[0, \infty)}\|z\|_{2}<\gamma$ is given by $u=F_{2 \infty} x$.

Proof. The condition for part (a) can be shown in the same way as in Chapter 15 and is, in fact, the solution to the FI problem for the general case. We now prove the condition for part (b). It is not hard to see that $\bar{\sigma}\left(D_{11}\right)<\gamma$ is necessary since control $u$ cannot feed back $w$ directly, so the $D_{11}$ term cannot be (partially) eliminated as in the FI problem. The conditions $H_{\infty} \in \operatorname{dom}\left(\right.$ Ric), and $X_{\infty}=\operatorname{Ric}\left(H_{\infty} \geq 0\right.$ can be easily seen as necessary since

$$
\sup _{w \in B \mathcal{L}_{2}[0, \infty)} \min _{u \in \mathcal{L}_{2}[0, \infty)}\|z\|_{2} \leq \min _{u \in \mathcal{L}_{2}[0, \infty)} \sup _{w \in B \mathcal{L}_{2}[0, \infty)}\|z\|_{2}
$$

It is easy to verify directly that the given control laws give the desired results.
Note that the solvability of problem (b) implies the solvability of problem (a). However, the converse may not be true. In fact, it is easy to construct an example so that the problem (a) has a solution for a given $\gamma$ and problem (b) does not. On the other hand, the problems (a) and (b) are equivalent if $D_{11}=0$.

We shall now consider the parameterization of all state feedback control laws. We shall first assume for simplicity that $D_{11}=0$ and show later how to reduce the general $D_{11} \neq 0$ case to an equivalent problem with $D_{11}=0$. We shall assume

$$
G=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & 0 & D_{12} \\
I & 0 & 0
\end{array}\right]
$$

Note that the state feedback $\mathcal{H}_{\infty}$ problem is not a special case of the output feedback problem since $D_{21}=0$. Hence the parameterization cannot be obtained from the output feedback.

Theorem 17.7 Suppose that the assumptions $(A S 1)-(A S 3)$ are satisfied and that $B_{1}$ has the following SVD:

$$
B_{1}=U\left[\begin{array}{cc}
\Sigma & 0 \\
0 & 0
\end{array}\right] V^{*}, \quad U U^{*}=I_{n}, \quad V^{* *} V=I_{m_{1}}, \quad 0<\Sigma \in \mathbb{R}^{r \times r}
$$

There exists an admissible controller $K(s)$ for the SF problem such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ if and only if $H_{\infty} \in \operatorname{dom}($ Ric $)$ and $X_{\infty}=\operatorname{Ric}\left(H_{\infty} \vdots \geq 0\right.$. Furthermore, if these conditions are satisfied, then all admissible controllers satisfiling $\left\|T_{z w}\right\|_{\infty}<\gamma$ can be parameterized as

$$
K=F_{\infty}+\left\{I_{m_{2}}+Q\left[\begin{array}{cc}
\Sigma^{-1} & 0 \\
0 & I_{m_{1}-r}
\end{array}\right] U^{-1} B_{2}\right\}^{-1} Q\left[\begin{array}{cc}
\Sigma^{-1} & 0 \\
0 & I_{m_{1}-r}
\end{array}\right] U^{-1}(s I-\hat{A})
$$

where $F_{\infty}=-\left(D_{12}^{*} C_{1}+B_{2}^{*} X_{\infty}\right), \hat{A}=A+\gamma^{-2} B_{1} B_{1}^{*} X_{\infty}+B_{2} F_{\infty}$, and $Q=\left[\begin{array}{ll}Q_{1} & Q_{2}\end{array}\right] \in$ $\mathcal{R} \mathcal{H}_{2}$ with $\left\|Q_{1}\right\|_{\infty}<\gamma$. The dimensions of $Q_{1}$ and $Q_{2}$ are $m_{2} \times r$ and $m_{2} \times\left(m_{1}-r\right)$, respectively.

Proof. The conditions for the existence of the state feedback control law have been shown in the above and in Chapter 15 . We only need to show that the above parameterization indeed satisfies the $\mathcal{H}_{\infty}$ norm condition and gives all possible state feedback $\mathcal{H}_{\infty}$ control laws. As in the proof of the FI problem in Chapter 16, we make the same change of variables to get $\hat{G}_{S F}$ instead of $\hat{G}_{F I}$ :


$$
\hat{G}_{S F}=\left[\begin{array}{c|cc}
A_{t m p} & B_{1} & B_{2} \\
\hline-F_{\infty} & 0 & I \\
I & 0 & 0
\end{array}\right]
$$

So again from Theorem 16.2 and Lemma 16.8, we conclude that $K$ is an admissible controller for $G$ and $\left\|T_{z w}\right\|_{\infty}<\gamma$ iff $K$ is an admissible controller for $\hat{G}_{S F}$ and $\left\|T_{v r}\right\|_{\infty}<\gamma$. Now let $L=B_{2} F_{\infty}$, and then $A_{t m p}+L=A_{t m p}+B_{2} F_{\infty}$ is stable. All controllers that stabilize $\hat{G}_{S F}$ can be parameterized as $K=\mathcal{F}_{\ell}\left(M_{\text {tmp }}, \Phi\right), \Phi \in \mathcal{R} \mathcal{H}_{\infty}$ where

$$
M_{t m p}=\left[\begin{array}{c|cc}
A_{t m p}+B_{2} F_{\infty}+L & -L & B_{2} \\
\hline F_{\infty} & 0 & I \\
-I & I & 0
\end{array}\right]
$$

Then $T_{v r}=\mathcal{F}_{\ell}\left(\hat{G}_{S F}, \mathcal{F}_{\ell}\left(M_{t m p}, \Phi\right)\right)=: \mathcal{F}_{\ell}\left(N_{t m p}, \Phi\right)$. It is easy to show that

$$
N_{t m p}=\left[\begin{array}{c|cc}
A_{t m p}+B_{2} F_{\infty} & B_{1} & 0 \\
\hline-F_{\infty} & 0 & I \\
I & 0 & 0
\end{array}\right]
$$

Now let $\Phi=F_{\infty}+\hat{\Phi}$, and we have

$$
\mathcal{F}_{\ell}\left(N_{t m p}, \Phi\right)=\hat{\Phi}\left[\begin{array}{c|c}
A_{t m p}+B_{2} F_{\infty} & B_{1} \\
I & 0
\end{array}\right]
$$

Let

$$
\hat{\Phi}=\left[\begin{array}{ll}
Q_{1} & Q_{2}
\end{array}\right]\left[\begin{array}{cc}
\Sigma^{-1} & ( \\
0 & 1
\end{array}\right] U^{-1}(s I-\hat{A})
$$

Then the mapping from $Q=\left[\begin{array}{ll}Q_{1} & Q_{2}\end{array}\right] \in \mathcal{R} \mathcal{H}_{2}$ to $\hat{\Phi} \in \mathcal{R} \mathcal{H}_{\infty}$ is one-to-one. Hence we have

$$
\mathcal{F}_{\ell}\left(N_{t m p}, \Phi\right)=\left[\begin{array}{ll}
Q_{1} & 0
\end{array}\right] V^{*}
$$

and $\left\|\mathcal{F}_{\ell}\left(N_{t m p}, \Phi\right)\right\|_{\infty}=\left\|Q_{1}\right\|_{\infty}$, which in turn implies that $\left\|T_{v r}\right\|_{\infty}=\left\|\mathcal{F}_{\ell}\left(N_{t m p}, \Phi\right)\right\|_{\infty}<$ $\gamma$ if and only if $\left\|Q_{1}\right\|_{\infty}<\gamma$. Finally, substituting $\Phi=F_{\infty}+\hat{\Phi}$ into $K=\mathcal{F}_{\ell}\left(M_{t m p}, \Phi\right)$, we get the desired controller parameterization.

The controller parameterization for the general case can also be obtained:

$$
G_{g}(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
I & 0 & 0
\end{array}\right]
$$

Let

$$
N=\left[\begin{array}{cc}
-D_{11} & \left(I-D_{11} D_{11}^{*}\right)^{1 / 2} \\
\left(I-D_{11}^{*} D_{11}\right)^{1 / 2} & D_{11}^{*}
\end{array}\right]
$$

and then $N^{*} N=I$. Furthermore, by Theorem 16.2, we have that $K$ stabilizes $G_{g}$ and $\left\|\mathcal{F}_{\ell}\left(G_{g}, K\right)\right\|_{\infty}<1$ if and only if $\mathcal{F}_{\ell}\left(G_{g}, K\right)$ internally stabilizes $N$ and

$$
\left\|\mathcal{F}_{\ell}\left(N, \mathcal{F}_{\ell}\left(G_{g}, K\right)\right)\right\|_{\infty}<1
$$

Note that

$$
\mathcal{F}_{\ell}\left(N, \mathcal{F}_{\ell}\left(G_{g}, K\right)\right)=F_{\ell}(M, \tilde{K})
$$

with

$$
M(s)=\left[\begin{array}{c|cc}
A+B_{1} D_{11}^{*} R_{1}^{-1} C_{1} & B_{1}\left(I-D_{11}^{*} D_{11}\right)^{-1 / 2} & B_{2}+B_{1} D_{11}^{*} R_{1}^{-1} D_{12} \\
\hline R_{1}^{-1 / 2} C_{1} & 0 & R_{1}^{-1 / 2} D_{12} \\
I & 0 & 0
\end{array}\right]
$$

where $R_{1}:=I-D_{11} D_{11}^{*}$. In summary, we have the following lemma.
Lemma 17.8 There is a $K$ that internally stabilizes $G_{g}$ and $\left\|\mathcal{F}_{\ell}\left(G_{g}, K\right)\right\|_{\infty}<1$ if and only if $\left\|D_{11}\right\|<1$ and there is a $\tilde{K}$ that stabilizes $M$ and $\left\|\mathcal{F}_{\ell}(M, \tilde{K})\right\|_{\infty}<1$.

Now Theorem 17.7 can be applied to the new system $M(s)$ to obtain the controller parameterization for the general problem with $D_{11} \neq 0$.

### 17.9 Notes and References

The detailed derivation of the $\mathcal{H}_{\infty}$ solution for the general case is treated in Glover and Doyle [1988, 1989]. The loop-shifting procedures are given in Safonov, Limebeer, and Chiang [1989]. The idea is also used in Zhou and Khargonekar [1988] for state feedback problems. A fairly complete solution to the singular $\mathcal{H}_{\infty}$ problem is obtained in Stoorvogel [1992]. The $\mathcal{H}_{\infty}$ filtering and smoothing problems are considered in detail in Nagpal and Khargonekar [1991]. The Youla parameterization approach is treated very extensively in Doyle [1984] and Francis [1987] and in the references therein. The presentation of the state feedback $\mathcal{H}_{\infty}$ control in this chapter is based on Zhou [1992], see also Liu, Mita, and Kawtani [1990].


## $\mathcal{H}_{\infty}$ Loop Shaping

This chapter introduces a design technique which incorporates loop shaping methods to obtain performance/robust stability tradeoffs, and a particular $\mathcal{H}_{\infty}$ optimization problem to guarantee closed-loop stability and a level of robust stability at all frequencies. The proposed technique uses only the basic concept of loop shaping methods and then a robust stabilization controller for the normalized coprime factor perturbed system is used to construct the final controller. This chapter is arranged as follows: The $\mathcal{H}_{\infty}$ theory is applied to solve the stabilization problem of a normalized coprime factor perturbed system in Section 18.1. The loop shaping design procedure is described in Section 18.2. The theoretical justification for the loop shaping design procedure is given in Section 18.3.

### 18.1 Robust Stabilization of Coprime Factors

In this section, we use the $\mathcal{H}_{\infty}$ control theory developed in the previous chapters to solve the robust stabilization of a left coprime factor perturbed plant given by

$$
P_{\Delta}=\left(\tilde{M}+\tilde{\Delta}_{M}\right)^{-1}\left(\tilde{N}+\tilde{\Delta}_{N}\right)
$$

with $\tilde{M}, \tilde{N}, \tilde{\Delta}_{M}, \tilde{\Delta}_{N} \in \mathcal{R} \mathcal{H}_{\infty}$ and $\left\|\left[\begin{array}{cc}\tilde{\Delta}_{N} & \tilde{\Delta}_{M}\end{array}\right]\right\|_{\infty}<\epsilon$ as shown in Figure 18.1. The transfer matrices $(\tilde{M}, \tilde{N})$ are assumed to be a left coprime factorization of $P$ (i.e., $\left.P=\tilde{M}^{-1} \tilde{N}\right)$, and $K$ internally stabilizes the nominal system.


Figure 18.1: Left Coprime Factor Perturbed Systems

It has been shown in Chapter 9 that the system is robustly stable iff

$$
\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\right\|_{\infty} \leq 1 / \epsilon .
$$

Finding a controller such that the above norm condition holds is an $\mathcal{H}_{\infty}$ norm minimization problem which can be solved using $\mathscr{H}_{\infty}$ theory developed in the previous chapters.

Suppose $P$ has a stabilizable and detectable state space realization given by

$$
P=\left[\begin{array}{l|l}
A & B \\
\hline C & D
\end{array}\right]
$$

and let $L$ be a matrix such that $A+L C$ is stable then a left coprime factorization of $P=\tilde{M}^{-1} \tilde{N}$ is given by

$$
\left[\begin{array}{ll}
\tilde{N} & \tilde{M}
\end{array}\right]=\left[\begin{array}{c|cc}
A+L C & B+L D & L \\
\hline C & D & I
\end{array}\right] .
$$

Denote

$$
\hat{K}=-K
$$

then the system diagram can be put in an LFT form as in Figure 18.2 with the generalized plant

$$
\begin{aligned}
G(s)=\left[\begin{array}{c}
0 \\
\tilde{M}^{-1} \\
\tilde{M}^{-1}
\end{array}\right]\left[\begin{array}{c}
I \\
P \\
P
\end{array}\right] & =\left[\right] \\
& =\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right]
\end{aligned}
$$



Figure 18.2: LFT Diagram for Coprime Factor Stabilization

To apply the $\mathcal{H}_{\infty}$ control formulae in Chapter 17, we need to normalize the " $D_{12}$ " matrix first. Note that

$$
\left[\begin{array}{c}
I \\
D
\end{array}\right]=U\left[\begin{array}{l}
0 \\
I
\end{array}\right]\left(I+D^{*} D\right)^{\frac{1}{2}}, \quad \text { where } U=\left[\begin{array}{cc}
D^{*}\left(I+D D^{*}\right)^{-\frac{1}{2}} & \left(I+D^{*} D\right)^{-\frac{1}{2}} \\
-\left(I+D D^{*}\right)^{-\frac{1}{2}} & D\left(I+D^{*} D\right)^{-\frac{1}{2}}
\end{array}\right]
$$

and $U$ is a unitary matrix. Let

$$
\begin{aligned}
\hat{K} & =\left(I+D^{*} D\right)^{-\frac{1}{2}} \tilde{K} \\
{\left[\begin{array}{l}
z_{1} \\
z_{2}
\end{array}\right] } & =U\left[\begin{array}{l}
\hat{z}_{1} \\
\hat{z}_{2}
\end{array}\right]
\end{aligned}
$$

Then $\left\|T_{z w}\right\|_{\infty}=\left\|U^{*} T_{z w}\right\|_{\infty}=\left\|T_{\hat{z} w}\right\|_{\infty}$ and the problem becomes one of finding a controller $\tilde{K}^{\infty}$ so that $\left\|T_{\hat{z} w}\right\|_{\infty}<\gamma$ with the following generalized plant

$$
\hat{G}=\left[\begin{array}{cc}
U^{*} & 0 \\
0 & I
\end{array}\right] G\left[\begin{array}{cc}
I & 0 \\
0 & \left(I+D^{*} D\right)^{-\frac{1}{2}}
\end{array}\right]
$$

$$
=\left[\begin{array}{c|cc}
A & -L & B \\
\hline\left[\begin{array}{c}
-\left(I+D D^{*}\right)^{-\frac{1}{2}} C \\
\left(I+D^{*} D\right)^{-\frac{1}{2}} D^{*} C
\end{array}\right] & {\left[\begin{array}{c}
-\left(I+D D^{*}\right)^{-\frac{1}{2}} \\
\left(I+D^{*} D\right)^{-\frac{1}{2}} D^{*}
\end{array}\right]} & {\left[\begin{array}{c}
0 \\
I
\end{array}\right]} \\
C & I & D\left(I+D^{*} D\right)^{-\frac{1}{2}}
\end{array}\right] .
$$

Now the formulae in Chapter 17 can be applied to $\hat{G}$ to obtain a controller $\tilde{K}$ and then the $K$ can be obtained from $K=-\left(I+D^{*} D\right)^{-\frac{1}{2}} \tilde{K}$. We shall leave the detail to the
reader. In the sequel, we shall consider the case $D=0$. In this case, we have $\gamma>1$ and

$$
\begin{gathered}
X_{\infty}\left(A-\frac{L C}{\gamma^{2}-1}\right)+\left(A-\frac{L C}{\gamma^{2}-1}\right)^{*} X_{\infty}-X_{\infty}\left(B B^{*}-\frac{L L^{*}}{\gamma^{2}-1}\right) X_{\infty}+\frac{\gamma^{2} C^{*} C}{\gamma^{2}-1}=0 \\
Y_{\infty}(A+L C)^{*}+(A+L C) Y_{\infty}-Y_{\infty} C^{*} C Y_{\infty}=0
\end{gathered}
$$

It is clear that $Y_{\infty}=0$ is the stabilizing solution. Hence by the formulae in Chapter 17 we have

$$
\left[\begin{array}{ll}
L_{1 \infty} & L_{2 \infty}
\end{array}\right]=\left[\begin{array}{ll}
0 & L
\end{array}\right]
$$

and

$$
Z_{\infty}=I, \quad \hat{D}_{11}=0, \quad \hat{D}_{12}=I, \quad \hat{D}_{21}=\frac{\sqrt{\gamma^{2}-1}}{\gamma} I
$$

The results are summarized in the following theorem.
Theorem 18.1 Let $D=0$ and let $L$ be such that $A+L C$ is stable then there exists a controller $K$ such that

$$
\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} M^{-1}\right\|_{\infty}<\gamma
$$

iff $\gamma>1$ and there exists a stabilizing solution $X_{\infty} \geq 0$ solving

$$
X_{\infty}\left(A-\frac{L C}{\gamma^{2}-1}\right)+\left(A-\frac{L C}{\gamma^{2}-1}\right)^{*} X_{\infty}-X_{\infty}\left(B B^{*}-\frac{L L^{*}}{\gamma^{2}-1}\right) X_{\infty}+\frac{\gamma^{2} C^{*} C}{\gamma^{2}-1}=0
$$

Moreover, if the above conditions hold a central controller is given by

$$
K=\left[\begin{array}{c|c}
A-B B^{*} X_{\infty}+L C & L \\
\hline-B^{*} X_{\infty} & 0
\end{array}\right]
$$

It is clear that the existence of a robust stabilizing controller depends upon the choice of the stabilizing matrix $L$, i.e., the choice of the coprime factorization. Now let $Y \geq 0$ be the stabilizing solution to

$$
A Y+Y A^{*}-Y C^{*} C Y+B B^{*}=0
$$

and let $L=-Y C^{*}$. Then the left coprime factorization $(\tilde{M}, \tilde{N})$ given by

$$
\left[\begin{array}{cc}
\tilde{N} & \tilde{M}
\end{array}\right]=\left[\begin{array}{c|cc}
A-Y C^{*} C & B & -Y C^{*} \\
\hline C & 0 & I
\end{array}\right]
$$

is a normalized left coprime factorization (see Chapter 13).

Corollary 18.2 Let $D=0$ and $L=-Y C^{*}$ where $Y \geq 0$ is the stabilizing solution to

$$
A Y+Y A^{*}-Y C^{*} C Y+B B^{*}=0
$$

Then $P=\tilde{M}^{-1} \tilde{N}$ is a normalized left coprime factorization and

$$
\begin{aligned}
\inf _{K \text { stabilizing }}\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\right\|_{\infty} & =\frac{1}{\sqrt{1-\lambda_{\max }(Y Q)}} \\
& =\left(1-\left\|\left[\begin{array}{ll}
\tilde{N} & \tilde{M}
\end{array}\right]\right\|_{H}^{2}\right)^{-1 / 2}=: \gamma_{\min }
\end{aligned}
$$

where $Q$ is the solution to the following Lyapunov equation

$$
Q\left(A-Y C^{*} C\right)+\left(A-Y C^{*} C\right)^{*} Q+C^{*} C=0
$$

Moreover, if the above conditions hold then for any $\gamma>\gamma_{\text {min }}$ a controller achieving

$$
\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\right\|_{\infty}<\gamma
$$

is given by

$$
K(s)=\left[\begin{array}{c|c}
A-B B^{*} X_{\infty}-Y C^{*} C & -Y C^{*} \\
\hline-B^{*} X_{\infty} & 0
\end{array}\right]
$$

where

$$
X_{\infty}=\frac{\gamma^{2}}{\gamma^{2}-1} Q\left(I-\frac{\gamma^{2}}{\gamma^{2}-1} Y Q\right)^{-1}
$$

Proof. Note that the Hamiltonian matrix associated with $X_{\infty}$ is given by

$$
H_{\infty}=\left[\begin{array}{cc}
A+\frac{1}{\gamma^{2}-1} Y C^{*} C & -B B^{*}+\frac{1}{\gamma^{2}-1} Y C^{*} C Y \\
-\frac{\gamma^{2}}{\gamma^{2}-1} C^{*} C & -\left(A+\frac{1}{\gamma^{2}-1} Y C^{*} C\right)^{*}
\end{array}\right]
$$

Straightforward calculation shows that

$$
H_{\infty}=\left[\begin{array}{cc}
I & -\frac{\gamma^{2}}{\gamma^{2}-1} Y \\
0 & \frac{\gamma^{2}}{\gamma^{2}-1} I
\end{array}\right] H_{q}\left[\begin{array}{cc}
I & -\frac{\gamma^{2}}{\gamma^{2}-1} Y \\
0 & \frac{\gamma^{2}}{\gamma^{2}-1} I
\end{array}\right]^{-1}
$$

where

$$
H_{q}=\left[\begin{array}{cc}
A-Y C^{*} C & 0 \\
-C^{*} C & -\left(A-Y C^{*} C\right)^{*}
\end{array}\right]
$$

It is clear that the stable invariant subspace of $H_{q}$ is given by

$$
\mathcal{X}_{-}\left(H_{q}\right)=\operatorname{Im}\left[\begin{array}{l}
I \\
Q
\end{array}\right]
$$

and the stable invariant subspace of $H_{\infty}$ is given by

$$
\mathcal{X}_{-}\left(H_{\infty}\right)=\left[\begin{array}{cc}
I & -\frac{\gamma^{2}}{\gamma^{2}-1} Y \\
0 & \frac{\gamma^{2}}{\gamma^{2}-1} I
\end{array}\right] \mathcal{X}_{-}\left(H_{q}\right)=\operatorname{Im}\left[\begin{array}{c}
I-\frac{\gamma^{2}}{\gamma^{2}-1} Y Q \\
\frac{\gamma^{2}}{\gamma^{2}-1} Q
\end{array}\right]
$$

Hence there is a nonnegative definite stabilizing solution to the algebraic Riccati equation of $X_{\infty}$ if and only if

$$
I-\frac{\gamma^{2}}{\gamma^{2}-1} Y Q>0
$$

or

$$
\gamma>\frac{1}{\sqrt{1-\lambda_{\max }(\overline{Y Q})}}
$$

and the solution, if it exists, is given by

$$
X_{\infty}=\frac{\gamma^{2}}{\gamma^{2}-1} Q\left(I-\frac{\gamma^{2}}{\gamma^{2}} \frac{-1}{Y Q}\right)^{-1}
$$

Note that $Y$ and $Q$ are the controllability Gramian and the observability Gramian of $\left[\begin{array}{cc}\tilde{N} & \tilde{M}\end{array}\right]$ respectively. Therefore, we also have that the Hankel norm of $\left[\begin{array}{ll}\tilde{N} & \tilde{M}\end{array}\right]$ is $\sqrt{\lambda_{\max }(Y Q)}$.

Corollary 18.3 Let $P=\tilde{M}^{-1} \tilde{N}$ be a normalized left coprime factorization and

$$
P_{\Delta}=\left(\tilde{M}+\tilde{\Delta}_{M}\right)^{-1}\left(\tilde{N}+\tilde{\Delta}_{N}\right)
$$

with

$$
\left\|\left[\begin{array}{cc}
\tilde{\Delta}_{N} & \tilde{\Delta}_{M}
\end{array}\right]\right\|_{\infty}<\epsilon
$$

Then there is a robustly stabilizing controller for $P_{\Delta}$ if and only if

$$
\epsilon \leq \sqrt{1-\lambda_{\max }(Y Q)}=\sqrt{1 \cdots\left\|\left[\begin{array}{cc}
\tilde{N} & \tilde{M}
\end{array}\right]\right\|_{H}^{2}}
$$

The solutions to the normalized left coprime factorization stabilization problem are also solutions to a related $\mathcal{H}_{\infty}$ problem which is shown in the following lemma.

Lemma 18.4 Let $P=\tilde{M}^{-1} \tilde{N}$ be a normalized left coprime factorization. Then

$$
\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\right\|_{\infty}=\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1}\left[\begin{array}{ll}
I & P
\end{array}\right]\right\|_{\infty}
$$

Proof. Since $(\tilde{M}, \tilde{N})$ is a normalized left coprime factorization of $P$, we have

$$
\left[\begin{array}{ll}
\tilde{M} & \tilde{N}
\end{array}\right]\left[\begin{array}{ll}
\tilde{M} & \tilde{N}
\end{array}\right]^{\sim}=I
$$

and

$$
\left\|\left[\begin{array}{ll}
\tilde{M} & \tilde{N}
\end{array}\right]\right\|_{\infty}=\left\|\left[\begin{array}{ll}
\tilde{M} & \tilde{N}
\end{array}\right]^{\sim}\right\|_{\infty}=1 .
$$

Using these equations, we have

$$
\begin{aligned}
&\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\right\|_{\infty} \\
&=\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\left[\begin{array}{ll}
\tilde{M} & \tilde{N}
\end{array}\right]\left[\begin{array}{ll}
\tilde{M} & \tilde{N}
\end{array}\right]^{\sim}\right\|_{\infty} \\
& \leq\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\left[\begin{array}{ll}
\tilde{M} & \tilde{N}
\end{array}\right]\right\|_{\infty}\left\|\left[\begin{array}{ll}
\tilde{M} & \tilde{N}
\end{array}\right]^{\sim}\right\|_{\infty} \\
&=\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1}\left[\begin{array}{ll}
I & P
\end{array}\right]\right\|_{\infty} \\
& \leq\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\right\|_{\infty}\left\|\left[\begin{array}{ll}
\tilde{M} & \tilde{N}
\end{array}\right]\right\|_{\infty} \\
&=\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\right\|_{\infty} .
\end{aligned}
$$

This implies

$$
\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\right\|_{\infty}=\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1}\left[\begin{array}{ll}
I & P
\end{array}\right]\right\|_{\infty}
$$

Corollary 18.5 A controller solves the normalized left coprime factor robust stabilization problem if and only if it solves the following $\mathcal{H}_{\infty}$ control problem

$$
\left\|\left[\begin{array}{c}
I \\
K
\end{array}\right](I+P K)^{-1}\left[\begin{array}{ll}
I & P
\end{array}\right]\right\|_{\infty}<\gamma
$$

and

$$
\begin{aligned}
\inf _{K \text { stabilizing }}\left\|\left[\begin{array}{c}
I \\
K
\end{array}\right](I+P K)^{-1}\left[\begin{array}{ll}
I & P
\end{array}\right]\right\|_{\infty} & =\frac{1}{\sqrt{1-\lambda_{\max }(Y Q)}} \\
& =\left(1-\left\|\left[\begin{array}{cc}
\tilde{N} & \tilde{M}
\end{array}\right]\right\|_{H}^{2}\right)^{-1 / 2} .
\end{aligned}
$$

The solution $Q$ can also be obtained in other ways. Let $X \geq 0$ be the stabilizing solution to

$$
X A+A^{*} X-X B B^{*} X+C^{*} C=0
$$

then it is easy to verify that

$$
Q=(I+X Y)^{-1} X
$$

Hence

$$
\gamma_{\min }=\frac{1}{\sqrt{1-\lambda_{\max }(Y Q)}}=\left(1-\left\|\left[\begin{array}{cc}
\tilde{N} & \tilde{M}
\end{array}\right]\right\|_{H}^{2}\right)^{-1 / 2}=\sqrt{1+\lambda_{\max }(X Y)} .
$$

Similar results can be obtained if one starts with a normalized right coprime factorization. In fact, a rather strong relation between the normalized left and right coprime factorization problems can be established using the following matrix fact.

Lemma 18.6 Let $M$ be a square matrix such that $M M=M$ then $\sigma_{i}(M)=\sigma_{i}(I-M)$ for all $i$ such that $0<\sigma_{i}(M) \neq 1$.

Proof. We first show that the eigenvalues of $M$ are either 0 or 1 and $M$ is diagonalizable. In fact, assume that $\lambda$ is an eigenvalue of $M$ and $x$ is a corresponding eigenvector, then $\lambda x=M x=M M x=M(M x)=\lambda M x=\lambda^{2} x$, i.e., $\lambda(1-\lambda) x=0$. This implies that either $\lambda=0$ or $\lambda=1$. To show that $M$ is diagonalizable, assume $M=T J T^{-1}$ where $J$ is a Jordan canonical form, it follows immediately that $J$ must be diagonal by the condition $M=M M$.

Next, assume that $M$ is diagonalized by a nos singular matrix $T$ such that

$$
M=T\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right] T^{-1}
$$

Then

$$
N:=I-M=T\left[\begin{array}{ll}
0 & 0 \\
0 & I
\end{array}\right] T^{-1}
$$

Define

$$
\left[\begin{array}{cc}
A & B \\
B^{*} & D
\end{array}\right]:=T^{*} T
$$

and assume $0<\lambda \neq 1$. Then $A>0$ and

$$
\begin{array}{ll} 
& \operatorname{det}\left(M^{*} M-\lambda I\right)=0 \\
\Leftrightarrow & \operatorname{det}\left(\left[\begin{array}{cc}
I & 0 \\
0 & 0
\end{array}\right] T^{*} T\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right]-\lambda T^{*} T\right)=0 \\
\Leftrightarrow & \operatorname{det}\left[\begin{array}{cc}
(1-\lambda) A & -\lambda B \\
-\lambda B^{*} & -\lambda D
\end{array}\right]=0
\end{array}
$$

$$
\begin{aligned}
& \Leftrightarrow \quad \operatorname{det}\left(-\lambda D-\frac{\lambda^{2}}{1-\lambda} B^{*} A^{-1} B\right)=0 \\
& \Leftrightarrow \quad \operatorname{det}\left(\frac{1-\lambda}{\lambda} D+B^{*} A^{-1} B\right)=0 \\
& \Leftrightarrow \quad \operatorname{det}\left[\begin{array}{cc}
-\lambda A & -\lambda B \\
-\lambda B^{*} & (1-\lambda) D
\end{array}\right]=0 \\
& \Leftrightarrow \quad \operatorname{det}\left(N^{*} N-\lambda I\right)=0 .
\end{aligned}
$$

This implies that all nonzero eigenvalues of $M^{*} M$ and $N^{*} N$ that are not equal to 1 are equal, i.e., $\sigma_{i}(M)=\sigma_{i}(I-M)$ for all $i$ such that $0<\sigma_{i}(M) \neq 1$.

Using this matrix fact, we have the following corollary.
Corollary 18.7 Let $K$ and $P$ be any compatibly dimensioned complex matrices. Then

$$
\left\|\left[\begin{array}{c}
I \\
K
\end{array}\right](I+P K)^{-1}\left[\begin{array}{ll}
I & P
\end{array}\right]\right\|=\left\|\left[\begin{array}{c}
I \\
P
\end{array}\right](I+K P)^{-1}\left[\begin{array}{ll}
I & K
\end{array}\right]\right\|
$$

Proof. Define

$$
M=\left[\begin{array}{c}
I \\
K
\end{array}\right](I+P K)^{-1}\left[\begin{array}{ll}
I & P
\end{array}\right], \quad N=\left[\begin{array}{c}
-P \\
I
\end{array}\right](I+K P)^{-1}\left[\begin{array}{cc}
-K & I
\end{array}\right]
$$

Then it is easy to verify that $M M=M$ and $N=I-M$. By Lemma 18.6, we have $\|M\|=\|N\|$. The corollary follows by noting that

$$
\left[\begin{array}{c}
I \\
P
\end{array}\right](I+K P)^{-1}\left[\begin{array}{ll}
I & K
\end{array}\right]=\left[\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right] N\left[\begin{array}{cc}
0 & -I \\
I & 0
\end{array}\right]
$$

Corollary 18.8 Let $P=\tilde{M}^{-1} \tilde{N}=N M^{-1}$ be respectively the normalized left and right coprime factorizations. Then

$$
\left\|\left[\begin{array}{c}
K \\
I
\end{array}\right](I+P K)^{-1} \tilde{M}^{-1}\right\|_{\infty}=\left\|M^{-1}(I+K P)^{-1}\left[\begin{array}{ll}
I & K
\end{array}\right]\right\|_{\infty}
$$

Proof. This follows from Corollary 18.7 and the fact that

$$
\left\|M^{-1}(I+K P)^{-1}\left[\begin{array}{ll}
I & K
\end{array}\right]\right\|_{\infty}=\left\|\left[\begin{array}{l}
I \\
P
\end{array}\right](I+K P)^{-1}\left[\begin{array}{ll}
I & K
\end{array}\right]\right\|_{\infty}
$$

This corollary says that any $\mathcal{H}_{\infty}$ controller for the normalized left coprime factorization is also an $\mathcal{H}_{\infty}$ controller for the normalized right coprime factorization. Hence one can work with either factorization.

### 18.2 Loop Shaping Using Normalized Coprime Stabilization

This section considers the $\mathcal{H}_{\infty}$ loop shaping desig a. The objective of this approach is to incorporate the simple performance/robustness tradeoff obtained in the loop shaping, with the guaranteed stability properties of $\mathcal{H}_{\infty}$ design methods. Consider the standard feedback system shown in Figure 18.3. Recall from Section 5.5 of Chapter 5 that good performance controller design requires that

$$
\begin{equation*}
\bar{\sigma}\left((I+P K)^{-1}\right), \quad \bar{\sigma}\left((I+P K)^{-1} P\right), \quad \bar{\sigma}\left((I+K P)^{-1}\right), \quad \bar{\sigma}\left(K(I+P K)^{-1}\right) \tag{18.1}
\end{equation*}
$$

be made small, particularly in some low frequency range. And good robustness requires that

$$
\begin{equation*}
\bar{\sigma}\left(P K(I+P K)^{-1}\right), \quad \bar{\sigma}\left(K P(I+K P)^{-1}\right) \tag{18.2}
\end{equation*}
$$

be made small, particularly in some high frequency range. These requirements in turn imply that good controller design boils down to achieving the desired loop (and controller) gains in the appropriate frequency range

$$
\underline{\sigma}(P K) \gg 1, \quad \underline{\sigma}(K P) \gg 1, \quad \underline{\sigma}(K) \gg 1
$$

in some low frequency range and

$$
\bar{\sigma}(P K) \ll 1, \quad \bar{\sigma}(K P) \ll 1, \quad \bar{\sigma}(K) \leq M
$$

in some high frequency range where $M$ is not too large.


Figure 18.3: Standard Feedback Configuration
The design procedure is stated below.

## Loop Shaping Design Procedure

(1) Loop Shaping: Using a precompensator $W_{1}$ and/or a postcompensator $W_{2}$, the singular values of the nominal plant are shaped to give a desired open-loop shape, see Figure 18.4. The nominal plant $P$ and the shaping functions $W_{1}, W_{2}$ are combined to form the shaped plant, $P_{s}$ where $P_{s}=W_{2} P W_{1}$. We assume that $W_{1}$ and $W_{2}$ are such that $P_{s}$ contains no hidden modes.


Figure 18.4: The Loop Shaping Design Procedure
(2) Robust Stabilization: a) Calculate $\epsilon_{\text {max }}$, where

$$
\begin{aligned}
\epsilon_{\max } & =\left(\inf _{K \text { stabilizing }}\left\|\left[\begin{array}{c}
I \\
K
\end{array}\right]\left(I+P_{s} K\right)^{-1} \tilde{M}_{s}^{-1}\right\|_{\infty}\right)^{-1} \\
& =\sqrt{1-\|\left[\begin{array}{cc}
\tilde{N}_{s} & \left.\tilde{M}_{s}\right] \|_{H}^{2}
\end{array} 1\right.}
\end{aligned}
$$

and $\tilde{M}_{s}, \tilde{N}_{s}$ define the normalized coprime factors of $P_{s}$ such that $P_{s}=\tilde{M}_{s}^{-1} \tilde{N}_{s}$ and

$$
\tilde{M}_{s} \tilde{M}_{s}^{\sim}+\tilde{N}_{s} \tilde{N}_{s}^{\sim}=I
$$

If $\epsilon_{\max } \ll 1$ return to (1) and adjust $W_{1}$ and $W_{2}$.
b) Select $\epsilon \leq \epsilon_{\max }$, then synthesize a stabilizing controller $K_{\infty}$, which satisfies

$$
\left\|\left[\begin{array}{c}
I \\
K_{\infty}
\end{array}\right]\left(I+P_{s} K_{\infty}\right)^{-1} \tilde{M}_{s}^{-1}\right\|_{\infty} \leq \epsilon^{-1}
$$

(3) The final feedback controller $K$ is then constructed by combining the $\mathcal{H}_{\infty}$ controller $K_{\infty}$ with the shaping functions $W_{1}$ and $W_{2}$ such that

$$
K=W_{1} K_{\infty} W_{2}
$$

A typical design works as follows: the designer nspects the open-loop singular values of the nominal plant, and shapes these by pre- and/or postcompensation until nominal performance (and possibly robust stability) specifications are met. (Recall that the open-loop shape is related to closed-loop object ves.) A feedback controller $K_{\infty}$ with associated stability margin (for the shaped plant), $\epsilon \leq \epsilon_{\max }$, is then synthesized. If $\epsilon_{\max }$ is small, then the specified loop shape is incompatible with robust stability requirements, and should be adjusted accordingly, then $K_{\infty}$ is reevaluated.

In the above design procedure we have specified the desired loop shape by $W_{2} P W_{1}$. But, after Stage (2) of the design procedure, the actual loop shape achieved is in fact given by $W_{1} K_{\infty} W_{2} P$ at plant input and $P W_{1} K_{\infty} W_{2}$ at plant output. It is therefore possible that the inclusion of $K_{\infty}$ in the open-loop transfer function will cause deterioration in the open-loop shape specified by $P_{s}$. In the next section, we will show that the degradation in the loop shape caused by the $\mathcal{H}_{\infty}$ controller $K_{\infty}$ is limited at frequencies where the specified loop shape is sufficiently large or sufficiently small. In particular, we show in the next section that $\epsilon$ can be interpreted as an indicator of the success of the loop shaping in addition to providing a robust stability guarantee for the closed-loop systems. A small value of $\epsilon_{\max }\left(\epsilon_{\max } \ll 1\right)$ in Stage (2) always indicates incompatibility between the specified loop shape the nominal plant phase, and robust closed-loop stability.

Remark 18.1 Note that, in contrast to the classical loop shaping approach, the loop shaping here is done without explicit regard for the nominal plant phase information. That is, closed-loop stability requirements are disregarded at this stage. Also, in contrast with conventional $\mathcal{H}_{\infty}$ design, the robust stabilization is done without frequency weighting. The design procedure described here is both simple and systematic, and only assumes knowledge of elementary loop shaping principles on the part of the designer.

Remark 18.2 The above robust stabilization objective can also be interpreted as the more standard $\mathcal{H}_{\infty}$ problem formulation of minimizing the $\mathcal{H}_{\infty}$ norm of the frequency weighted gain from disturbances on the plant input and output to the controller input and output as follows.

$$
\begin{aligned}
\left\|\left[\begin{array}{c}
I \\
K_{\infty}
\end{array}\right]\left(I+P_{s} K_{\infty}\right)^{-1} \tilde{M}_{s}^{-1}\right\|_{\infty} & =\left\|\left[\begin{array}{c}
I \\
K_{\infty}
\end{array}\right]\left(I+P_{s} K_{\infty}\right)^{-1}\left[\begin{array}{ll}
I & P_{s}
\end{array}\right]\right\|_{\infty} \\
& =\left\|\left[\begin{array}{c}
W_{2} \\
W_{1}^{-1} K
\end{array}\right](I+P K)^{-1}\left[\begin{array}{ll}
W_{2}^{-1} & P W_{1}
\end{array}\right]\right\|_{\infty} \\
& =\left\|\left[\begin{array}{c}
I \\
P_{s}
\end{array}\right]\left(I+K_{\infty} P_{s}\right)^{-1}\left[\begin{array}{ll}
I & K_{\infty}
\end{array}\right]\right\|_{\infty} \\
& =\left\|\left[\begin{array}{c}
W_{1}^{-1} \\
W_{2} F
\end{array}\right](I+K P)^{-1}\left[\begin{array}{ll}
W_{1} & P W_{2}^{-1}
\end{array}\right]\right\|_{\infty}
\end{aligned}
$$

This shows how all the closed-loop objectives in (18.1) and (18.2) are incorporated. As an example it is easy to see that the signal relationship in Figure 18.5 is given by

$$
\left[\begin{array}{c}
z_{1} \\
z_{2}
\end{array}\right]=\left[\begin{array}{c}
W_{2} \\
W_{1}^{-1} K
\end{array}\right](I+P K)^{-1}\left[\begin{array}{cc}
W_{2}^{-1} & P W_{1}
\end{array}\right]\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right]
$$



Figure 18.5: An equivalent $\mathcal{H}_{\infty}$ formulation

### 18.3 Theoretical Justification for $\mathcal{H}_{\infty}$ Loop Shaping

The objective of this section is to provide justification for the use of parameter $\epsilon$ as a design indicator. We will show that $\epsilon$ is a measure of both closed-loop robust stability and the success of the design in meeting the loop shaping specifications.

We first examine the possibility of loop shape deterioration at frequencies of high loop gain (typically low frequency). At low frequency (in particular, $\omega \in\left(0, \omega_{l}\right)$ ), the deterioration in loop shape at plant output can be obtained by comparing $\underline{\sigma}\left(P W_{1} K_{\infty} W_{2}\right)$ to $\underline{\sigma}\left(P_{s}\right)=\underline{\sigma}\left(W_{2} P W_{1}\right)$. Note that

$$
\begin{equation*}
\underline{\sigma}(P K)=\underline{\sigma}\left(P W_{1} K_{\infty} W_{2}\right)=\underline{\sigma}\left(W_{2}^{-1} W_{2} P W_{1} K_{\infty} W_{2}\right) \geq \underline{\sigma}\left(W_{2} P W_{1}\right) \underline{\sigma}\left(K_{\infty}\right) / \kappa\left(W_{2}\right) \tag{18.3}
\end{equation*}
$$

where $\kappa(\cdot)$ denotes condition number. Similarly, for loop shape deterioration at plant input, we have

$$
\begin{equation*}
\underline{\sigma}(K P)=\underline{\sigma}\left(W_{1} K_{\infty} W_{2} P\right)=\underline{\sigma}\left(W_{1} K_{\infty} W_{2} P W_{1} W_{1}^{-1}\right) \geq \underline{\sigma}\left(W_{2} P W_{1}\right) \underline{\sigma}\left(K_{\infty}\right) / \kappa\left(W_{1}\right) . \tag{18.4}
\end{equation*}
$$

In each case, $\underline{\sigma}\left(K_{\infty}\right)$ is required to obtain a bound on the deterioration in the loop shape at low frequency. Note that the condition numbers $\kappa\left(W_{1}\right)$ and $\kappa\left(W_{2}\right)$ are selected by the designer.

Next, recalling that $P_{s}$ denotes the shaped plant, and that $K_{\infty}$ robustly stabilizes the normalized coprime factorization of $P_{s}$ with stability margin $\epsilon$, then we have

$$
\left\|\left[\begin{array}{c}
I  \tag{18.5}\\
K_{\infty}
\end{array}\right]\left(I+P_{s} K_{\infty}\right)^{-1} \tilde{M}_{s}^{-1}\right\|_{\infty} \leq \epsilon^{-1}:=\gamma
$$

where $\left(\tilde{N}_{s}, \tilde{M}_{s}\right)$ is a normalized left coprime factorization of $P_{s}$, and the parameter $\gamma$ is defined to simplify the notation to follow. The following result shows that $\underline{\sigma}\left(K_{\infty}\right)$ is explicitly bounded by functions of $\epsilon$ and $\underline{\sigma}\left(P_{\mathrm{t}}\right)$, the minimum singular value of the shaped plant, and hence by (18.3) and (18.4) $K_{0}$ : will only have a limited effect on the specified loop shape at low frequency.

Theorem 18.9 Any controller $K_{\infty}$ satisfying (19.5), where $P_{s}$ is assumed square, also satisfies

$$
\underline{\sigma}\left(K_{\infty}(j \omega)\right) \geq \frac{\underline{\sigma}\left(P_{s}(j \omega\right.}{\sqrt{\gamma^{2}-1}} \underline{-} \frac{-\sqrt{\gamma^{2}-1}}{\left(P_{s}(j \omega)\right)+1}
$$

for all $\omega$ such that

$$
\underline{\sigma}\left(P_{s}(j \omega)\right)>\sqrt{n^{2}-1} .
$$

Furthermore, if $\underline{\sigma}\left(P_{s}\right) \gg \sqrt{\gamma^{2}-1}$, then $\underline{\sigma}\left(K_{\infty}(j \omega)\right) \gtrsim 1 / \sqrt{\gamma^{2}-1}$, where $\gtrsim$ denotes asymptotically greater than or equal to as $\underline{\sigma}\left(P_{s}\right) \rightarrow \infty$.

Proof. First note that $\underline{\sigma}\left(P_{s}\right)>\sqrt{\gamma^{2}-1}$ implits that

$$
I+P_{s} P_{s}^{*}>\jmath^{2} I .
$$

Further since $\left(\tilde{N}_{s}, \tilde{M}_{s}\right)$ is a normalized left coprime factorization of $P_{s}$, we have

$$
\tilde{M}_{s} \tilde{M}_{s}^{*}=I-\tilde{N}_{s} \tilde{N}_{s}^{*}=I-\tilde{M}_{s} P_{s} P_{s}^{*} \tilde{M}_{s}^{*}
$$

Then

$$
\tilde{M}_{s}^{*} \tilde{M}_{s}=\left(I+P_{s} P_{s}^{*}\right)^{-1}<\gamma^{-2} I .
$$

Now

$$
\left\|\left[\begin{array}{c}
I \\
K_{\infty}
\end{array}\right]\left(I+P_{s} K_{\infty}\right)^{-1} \tilde{M}_{s}^{-1}\right\|_{\infty} \leq \gamma
$$

can be rewritten as

$$
\begin{equation*}
\left.\left(I+K_{\infty}^{*} K_{\infty}\right) \leq \gamma^{2}\left(I+K_{\infty}^{*} P_{s}^{*}\right) \tilde{M}_{s}^{*} \tilde{M}_{s}\right)\left(I+P_{s} K_{\infty}\right) \tag{18.6}
\end{equation*}
$$

We will next show that $K_{\infty}$ is invertible. Suppose that there exists an $x$ such that $K_{\infty} x=0$, then $x^{*} \times(18.6) \times x$ gives

$$
\gamma^{-2} x^{*} x \leq x^{*} \tilde{M}_{s}^{\times} \tilde{M}_{s} x
$$

which implies that $x=0$ since $\tilde{M}_{s}^{*} \tilde{M}_{s}<\gamma^{-2} 1$, and hence $K_{\infty}$ is invertible. Equation (18.6) can now be written as

$$
\begin{equation*}
\left(K_{\infty}^{-*} K_{\infty}^{-1}+I\right) \leq \gamma^{2}\left(K_{\infty}^{-*}-P_{s}^{*}\right) \tilde{M}_{s}^{*} \tilde{M}_{s}\left(K_{\infty}^{-1}-P_{s}\right) \tag{18.7}
\end{equation*}
$$

Define $W$ such that

$$
\left(W W^{*}\right)^{-1}=I-\gamma^{2} \tilde{M}_{s}^{*} \tilde{M}_{s}=i-\gamma^{2}\left(I+P_{s} P_{s}^{*}\right)^{-1}
$$

and completing the square in (18.7) with respect to $K_{\infty}^{-1}$ yields

$$
\left(K_{\infty}^{-*}+N^{*}\right)\left(W W^{*}\right)^{-1}\left(K_{\infty}^{-1}+N\right) \leq\left(\gamma^{2}-1\right) R^{*} R
$$

where

$$
\begin{aligned}
N & =\gamma^{2} P_{s}\left(\left(1-\gamma^{2}\right) I+P_{s}^{*} P_{s}\right)^{-1} \\
R^{*} R & =\left(I+P_{s}^{*} P_{s}\right)\left(\left(1-\gamma^{2}\right) I+P_{s}^{*} P_{s}\right)^{-1}
\end{aligned}
$$

Hence we have

$$
R^{-*}\left(K_{\infty}^{-*}+N^{*}\right)\left(W W^{*}\right)^{-1}\left(K_{\infty}^{-1}+N\right) R^{-1} \leq\left(\gamma^{2}-1\right) I
$$

and

$$
\bar{\sigma}\left(W^{-1}\left(K_{\infty}^{-1}+N\right) R^{-1}\right) \leq \sqrt{\gamma^{2}-1}
$$

Use $\bar{\sigma}\left(W^{-1}\left(K_{\infty}^{-1}+N\right) R^{-1}\right) \geq \underline{\sigma}\left(W^{-1}\right) \bar{\sigma}\left(K_{\infty}^{-1}+N\right) \underline{\sigma}\left(R^{-1}\right)$ to get

$$
\bar{\sigma}\left(K_{\infty}^{-1}+N\right) \leq \sqrt{\gamma^{2}-1} \bar{\sigma}(W) \bar{\sigma}(R)
$$

and use $\underline{\sigma}\left(K_{\infty}^{-1}+N\right) \geq \underline{\sigma}\left(K_{\infty}\right)-\bar{\sigma}(N)$ to get

$$
\begin{equation*}
\underline{\sigma}\left(K_{\infty}\right) \geq\left\{\left(\gamma^{2}-1\right)^{1 / 2} \bar{\sigma}(W) \bar{\sigma}(R)+\bar{\sigma}(N)\right\}^{-1} \tag{18.8}
\end{equation*}
$$

Next, note that the eigenvalues of $W W^{*}, N^{*} N$, and $R^{*} R$ can be computed as follows

$$
\begin{aligned}
\lambda\left(W W^{*}\right) & =\frac{1+\lambda\left(P_{s} P_{s}^{*}\right)}{1-\gamma^{2}+\lambda\left(P_{s} P_{s}^{*}\right)} \\
\lambda\left(N^{*} N\right) & =\frac{\gamma^{4} \lambda\left(P_{s} P_{s}^{*}\right)}{\left(1-\gamma^{2}+\lambda\left(P_{s} P_{s}^{*}\right)\right)^{2}} \\
\lambda\left(R^{*} R\right) & =\frac{1+\lambda\left(P_{s} P_{s}^{*}\right)}{1-\gamma^{2}+\lambda\left(P_{s} P_{s}^{*}\right)}
\end{aligned}
$$

therefore

$$
\begin{gathered}
\bar{\sigma}(W)=\sqrt{\lambda_{\max }\left(W W^{*}\right)}=\left(\frac{1+\lambda_{\min }\left(P_{s} P_{s}^{*}\right)}{1-\gamma^{2}+\lambda_{\min }\left(P_{s} P_{s}^{*}\right)}\right)^{1 / 2}=\left(\frac{1+\underline{\sigma}^{2}\left(P_{s}\right)}{1-\gamma^{2}+\underline{\sigma}^{2}\left(P_{s}\right)}\right)^{1 / 2} \\
\bar{\sigma}(N)=\sqrt{\lambda_{\max }\left(N^{*} N\right)}=\frac{\gamma^{2} \sqrt{\lambda_{\min }\left(P_{s} P_{s}^{*}\right)}}{1-\gamma^{2}+\lambda_{\min }\left(P_{s} P_{s}^{*}\right)}=\frac{\gamma^{2} \underline{\sigma}\left(P_{s}\right)}{1-\gamma^{2}+\underline{\sigma}^{2}\left(P_{s}\right)} \\
\bar{\sigma}(R)=\sqrt{\lambda_{\max }\left(R^{*} R\right)}=\left(\frac{1+\lambda_{\min }\left(P_{s} P_{s}^{*}\right)}{1-\gamma^{2}+\lambda_{\min }\left(P_{s} P_{s}^{*}\right)}\right)^{1 / 2}=\left(\frac{1+\underline{\sigma}^{2}\left(P_{s}\right)}{1-\gamma^{2}+\underline{\sigma}^{2}\left(P_{s}\right)}\right)^{1 / 2}
\end{gathered}
$$

Substituting these formulas into (18.8), we have

$$
\underline{\sigma}\left(K_{\infty}\right) \geq\left\{\frac{\left(\gamma^{2}-1\right)^{1 / 2}\left(1+\underline{\sigma}^{2}\left(P_{s}\right)\right)+\gamma^{2} \underline{\sigma}\left(P_{s}\right)}{\underline{\sigma}^{2}\left(P_{s}\right)-\left(\gamma^{2}-1\right)}\right\}^{-1}=\frac{\left.\underline{\sigma}\left(P_{s}\right)\right)-\sqrt{\gamma^{2}-1}}{\sqrt{\gamma^{2}-1} \underline{\sigma}\left(P_{s}\right)+1}
$$

The main implication of Theorem 18.9 is that the bound on $\underline{\sigma}\left(K_{\infty}\right)$ depends only on the selected loop shape, and the stability margin of the shaped plant. The value of $\gamma\left(=\epsilon^{-1}\right)$ directly determines the frequency range over which this result is valid-a small $\gamma$ (large $\epsilon$ ) is desirable, as we would expect. Further, $P_{s}$ has a sufficiently large loop gain, then so also will $P_{s} K_{\infty}$ provided $\gamma\left(=\epsilon^{-1}\right)$ is sufficiently small.

In an analogous manner, we now examine the possibility of deterioration in the loop shape at high frequency due to the inclusion of $K_{\infty}$. Note that at high frequency (in particular, $\omega \in\left(\omega_{h}, \infty\right)$ ) the deterioration in plant output loop shape can be obtained by comparing $\bar{\sigma}\left(P W_{1} K_{\infty} W_{2}\right)$ to $\bar{\sigma}\left(P_{s}\right)=\bar{\sigma}\left(W_{2} P W_{1}\right)$. Note that, analogously to (18.3) and (18.4) we have

$$
\bar{\sigma}(P K)=\bar{\sigma}\left(P W_{1} K_{\infty} W_{2}\right) \leq \bar{\sigma}\left(\hat{W}_{2} P W_{1}\right) \bar{\sigma}\left(K_{\infty}\right) \kappa\left(W_{2}\right) .
$$

Similarly, the corresponding deterioration in plant input loop shape is obtained by comparing $\bar{\sigma}\left(W_{1} K_{\infty} W_{2} P\right)$ to $\bar{\sigma}\left(W_{2} P W_{1}\right)$ where

$$
\bar{\sigma}(K P)=\bar{\sigma}\left(W_{1} K_{\infty} W_{2} P\right) \leq \bar{\sigma}\left(W_{2} P W_{1}\right) \bar{\sigma}\left(K_{\infty}\right) \kappa\left(W_{1}\right)
$$

Hence, in each case, $\bar{\sigma}\left(K_{\infty}\right)$ is required to obtain a bound on the deterioration in the loop shape at high frequency. In an identical manner to Theorem 18.9 , we now show that $\bar{\sigma}\left(K_{\infty}\right)$ is explicitly bounded by functions of $\gamma$, and $\bar{\sigma}\left(P_{s}\right)$, the maximum singular value of the shaped plant.

Theorem 18.10 Any controller $K_{\infty}$ satisfying (18.5) also satisfies

$$
\underline{\sigma}\left(K_{\infty}(j \omega)\right) \leq \frac{\sqrt{\gamma^{2}-1}+\bar{\sigma}\left(P_{s}(j \omega)\right)}{1-\sqrt{\gamma^{2}-1} \bar{\sigma}\left(P_{s}(j \omega)\right)}
$$

for all $\omega$ such that

$$
\bar{\sigma}\left(P_{s}(j \omega)\right)<\frac{1}{\sqrt{n, 2}-1}
$$

Furthermore, if $\bar{\sigma}\left(P_{s}\right) \ll 1 / \sqrt{\gamma^{2}-1}$, then $\underline{\sigma}\left(K_{\infty}(j \omega)\right) \lesssim \sqrt{\gamma^{2}-1}$, where $\lesssim$ denotes asymptotically less than or equal to as $\bar{\sigma}\left(P_{s}\right) \rightarrow 0$.

Proof. The proof of Theorem 18.10 is similar to that of Theorem 18.9, and is only sketched here: As in the proof of Theorem 18.9, we have $\tilde{M}_{s}^{*} \tilde{M}_{s}=\left(I+P_{s} P_{s}^{*}\right)^{-1}$ and

$$
\begin{equation*}
\left(I+K_{\infty}^{*} K_{\infty}\right) \leq \gamma^{2}\left(I+K_{\infty}^{*} P_{s}^{*}\right)\left(\tilde{M}_{s}^{*} \tilde{M}_{s}\right)\left(I+P_{s} K_{\infty}\right) \tag{18.9}
\end{equation*}
$$

Since $\bar{\sigma}\left(P_{s}\right)<\frac{1}{\sqrt{\gamma^{2}-1}}$,

$$
I-\gamma^{2} P_{s}^{*}\left(I+P_{s} P_{s}^{*}\right)^{-1} P_{s}>0
$$

and there exists a spectral factorization

$$
V^{*} V=I-\gamma^{2} P_{s}^{*}\left(I+P_{s} P_{s}^{*}\right)^{-1} P_{s}
$$

Now completing the square in (18.9) with respect to $K_{\infty}$ yields

$$
\left(K_{\infty}^{*}+M^{*}\right) V^{*} V\left(K_{\infty}+M\right) \leq\left(\gamma^{2}-1\right) Y^{*} Y
$$

where

$$
\begin{aligned}
M & =\gamma^{2} P_{s}^{*}\left(I+\left(1-\gamma^{2}\right) P_{s} P_{s}^{*}\right)^{-1} \\
Y^{*} Y & =\left(\gamma^{2}-1\right)\left(I+P_{s} P_{s}^{*}\right)\left(I+\left(1-\gamma^{2}\right) P_{s} P_{s}^{*}\right)^{-1} .
\end{aligned}
$$

Hence we have

$$
\bar{\sigma}\left(V\left(K_{\infty}+M\right) Y^{-1}\right) \leq \sqrt{\gamma^{2}-1}
$$

which implies

$$
\begin{equation*}
\bar{\sigma}\left(K_{\infty}\right) \leq \frac{\sqrt{\gamma^{2}-1}}{\sigma(V) \underline{\sigma}\left(Y^{-1}\right)}+\bar{\sigma}(M) . \tag{18.10}
\end{equation*}
$$

As in the proof of Theorem 18.9, it is easy to show that

$$
\begin{gathered}
\underline{\sigma}(V)=\underline{\sigma}\left(Y^{-1}\right)=\left(\frac{1-\left(\gamma^{2}-1\right) \bar{\sigma}^{2}\left(P_{s}\right)}{1+\bar{\sigma}^{2}\left(P_{s}\right)}\right)^{1 / 2} \\
\bar{\sigma}(M)=\frac{\gamma^{2} \bar{\sigma}\left(P_{s}\right)}{1-\left(\gamma^{2}-1\right) \bar{\sigma}^{2}\left(P_{s}\right)} .
\end{gathered}
$$

Substituting these formulas into (18.10), we have

$$
\bar{\sigma}\left(K_{\infty}\right) \leq \frac{\left(\gamma^{2}-1\right)^{1 / 2}\left(1+\bar{\sigma}^{2}\left(P_{s}\right)\right)+\gamma^{2} \bar{\sigma}\left(P_{s}\right)}{1-\left(\gamma^{2}-1\right) \bar{\sigma}^{2}\left(P_{s}\right)}=\frac{\sqrt{\gamma^{2}-1}+\bar{\sigma}\left(P_{s}\right)}{1-\sqrt{\gamma^{2}-1} \bar{\sigma}\left(P_{s}\right)} .
$$

The results in Theorem 18.9 and 18.10 confirm that $\gamma$ (alternatively $\epsilon$ ) indicates the compatibility between the specified loop shape and closed-loop stability requirements.

Theorem 18.11 Let $P$ be the nominal plant and let $K=W_{1} K_{\infty} W_{2}$ be the associated controller obtained from loop shaping design procedure in the last section. Then if

$$
\left\|\left[\begin{array}{c}
I \\
K_{\infty}
\end{array}\right]\left(I+P_{s} K_{\infty}\right)^{-1} \tilde{M}_{s}^{-1}\right\|_{\infty} \leq \gamma
$$

we have

$$
\begin{align*}
\bar{\sigma}\left(K(I+P K)^{-1}\right) & \leq \gamma \bar{\sigma}\left(\tilde{M}_{s}\right) \bar{\sigma}\left(W_{1}\right) \bar{\sigma}\left(W_{2}\right)  \tag{18.11}\\
\bar{\sigma}\left((I+P K)^{-1}\right) & \leq \min \left\{\gamma \bar{\sigma}\left(\tilde{M}_{s}\right) \kappa\left(W_{2}\right), 1+\gamma \bar{\sigma}\left(N_{s}\right) \kappa\left(W_{2}\right)\right\}  \tag{18.12}\\
\bar{\sigma}\left(K(I+P K)^{-1} P\right) & \leq \min \left\{\gamma \bar{\sigma}\left(\tilde{N}_{s}\right) \kappa\left(W_{1}\right), 1+\gamma \bar{\sigma}\left(M_{s}\right) \kappa\left(W_{1}\right)\right\}  \tag{18.13}\\
\bar{\sigma}\left((I+P K)^{-1} P\right) & \leq \frac{\gamma \bar{\sigma}\left(\tilde{N}_{s}\right)}{\underline{\sigma}\left(W_{1}\right) \underline{\sigma}\left(W_{:}\right)}  \tag{18.14}\\
\bar{\sigma}\left((I+K P)^{-1}\right) & \leq \min \left\{1+\gamma \overline{\bar{T}}\left(\tilde{N}_{s}\right) \kappa\left(W_{1}\right), \gamma \bar{\sigma}\left(M_{s}\right) \kappa\left(W_{1}\right)\right\}  \tag{18.15}\\
\bar{\sigma}\left(G(I+K P)^{-1} K\right) & \leq \min \left\{1+\gamma \bar{\sigma}\left(\tilde{M}_{s}\right) \kappa\left(W_{2}\right), \gamma \bar{\sigma}\left(N_{s}\right) \kappa\left(W_{2}\right)\right\} \tag{18.16}
\end{align*}
$$

where

$$
\begin{align*}
& \bar{\sigma}\left(\tilde{N}_{s}\right)=\bar{\sigma}\left(N_{s}\right)=\left(\frac{\left.\bar{\sigma}^{2} W_{2} P W_{1}\right)}{1+\bar{\sigma}^{2}\left(W_{2} P W_{1}\right)}\right)^{1 / 2}  \tag{18.17}\\
& \bar{\sigma}\left(\tilde{M}_{s}\right)=\bar{\sigma}\left(M_{s}\right)=\left(\frac{1}{1+\bar{\sigma}^{2}\left(W_{2} P W_{1}\right)}\right)^{1 / 2} \tag{18.18}
\end{align*}
$$

and $\left(\tilde{N}_{s}, \tilde{M}_{s}\right)$, respectively, $\left(N_{s}, M_{s}\right)$, is a normalized left coprime factorization, respectively, right coprime factorization, of $P_{s}=W_{2} \Gamma W_{1}$.

Proof. Note that

$$
\tilde{M}_{s}^{*} \tilde{M}_{s}=\left(I+I_{s}^{\prime} P_{s}^{*}\right)^{-1}
$$

and

$$
\tilde{M}_{s} \tilde{M}_{s}^{*}=I-\tilde{V}_{s} \tilde{N}_{s}^{*}
$$

Then

$$
\begin{gathered}
\bar{\sigma}^{2}\left(\tilde{M}_{s}\right)=\lambda_{\max }\left(\tilde{M}_{s}^{*} \tilde{M}_{s}\right)=\frac{1}{1+\lambda_{\max }\left(P_{s} P_{s}^{*}\right)}=\frac{1}{1+\bar{\sigma}^{2}\left(P_{s}\right)} \\
\bar{\sigma}^{2}\left(\tilde{N}_{s}\right)=1-\bar{\sigma}^{2}\left(M_{s}\right)=\frac{\bar{\sigma}^{2}\left(P_{s}\right)}{1+\bar{\sigma}^{2}\left(P_{s}\right)}
\end{gathered}
$$

The proof for the normalized right coprime factorization is similar. All other inequalities follow from noting

$$
\left\|\left[\begin{array}{c}
I \\
K_{\infty}
\end{array}\right]\left(I+P_{s} K_{\infty}\right)^{-1} \tilde{M}_{s}^{-1}\right\|_{\infty} \leq \gamma
$$

and

$$
\begin{aligned}
\left\|\left[\begin{array}{c}
I \\
K_{\infty}
\end{array}\right]\left(I+P_{s} K_{\infty}\right)^{-1} \tilde{M}_{s}^{-1}\right\|_{\infty} & =\left\|\left[\begin{array}{c}
W_{2}^{-} \\
W_{1}^{-1} K
\end{array}\right](I+P K)^{-1}\left[\begin{array}{ll}
W_{2}^{-1} & P W_{1}
\end{array}\right]\right\|_{\infty} \\
& =\left\|\left[\begin{array}{c}
W_{1}^{-1} \\
W_{2} P
\end{array}\right](I+K P)^{-1}\left[\begin{array}{ll}
W_{1} & P W_{2}^{-1}
\end{array}\right]\right\|_{\infty}
\end{aligned}
$$

This theorem shows that all closed-loop objectives are guaranteed to have bounded magnitude and the bounds depend only on $\gamma, W_{1}, W_{2}$, and $P$.

### 18.4 Notes and References

The $\mathcal{H}_{\infty}$ loop shaping using normalized coprime factorization was developed by McFarlane and Glover [1990, 1992]. In the same references, some design examples were also shown. The method has been applied to the design of scheduled controllers for a VSTOL aircraft in Hyde and Glover [1993]. The robust stabilization of normalized coprime factors is closely related to the robustness in the gap metric and graph topology, see El-Sakkary [1985], Georgiou and Smith [1990], Glover and McFarlane [1989], McFarlane, Glover, and Vidyasagar [1990], Qiu and Davison [1992a, 1992b] Vinnicombe [1993], Vidyasagar [1984, 1985], Zhu [1989], and references therein.



## Controller Order Reduction

We have shown in the previous chapters that the $\mathcal{H}_{\infty}$ control theory and $\mu$ synthesis can be used to design robust performance controllers for highly complex uncertain systems. However, since a great many physical plants are modeled as high order dynamical systems, the controllers designed with these methodologies typically have orders comparable to those of the plants. Simple linear controllers are normally preferred over complex linear controllers in control system designs for some obvious reasons: they are easier to understand and computationally less demanding; they are also easier to implement and have higher reliability since there are fewer things to go wrong in the hardware or bugs to fix in the software. Therefore, a lower order controller should be sought whenever the resulting performance degradation is kept within an acceptable magnitude. There are usually three ways in arriving at a lower order controller. A seemingly obvious approach is to design lower order controllers directly based on the high order models. However, this is still largely an open research problem. The Lagrange multiplier method developed in the next chapter is potentially useful for some problems. Another approach is to first reduce the order of a high order plant, and then based on the reduced plant model a lower order controller may be designed accordingly. A potential problem associated with this approach is that such a lower order controller may not even stabilize the full order plant since the error information between the full order model and the reduced order model is not considered in the design of the controller. On the other hand, one may seek to design first a high order, high performance controller and subsequently proceed with a reduction of the designed controller. This approach is usually referred to as controller reduction. A crucial consideration in controller order reduction is to take into account the closed-loop so that the closed-loop stability is guaranteed and the
performance degradation is minimized with the ceduced order controllers. The purpose of this chapter is to introduce several controller reduction methods that can guarantee the closed-loop stability and possibly the closed loop performance as well.

### 19.1 Controller Reduction with Stability Criteria

We consider a closed-loop system shown in Figure 19.1 where the $n$-th order generalized plant $G$ is given by

$$
G=\left[\begin{array}{ll}
G_{11} & G_{12} \\
G_{21} & G_{22}
\end{array}\right]=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right]
$$

and $G_{22}=\left[\begin{array}{c|c}A & B_{2} \\ \hline C_{2} & D_{22}\end{array}\right]$ is a $p \times q$ transfer matrix. Suppose $K$ is an $m$-th order controller which stabilizes the closed-loop system. We are interested in investigating controller reduction methods that can preserve the closed-loop stability and minimize the performance degradation of the closed-loop ystems with reduced order controllers.


Figure 19.1: Closed-loop System Diagram
Let $\hat{K}$ be a reduced order controller and assume for the sake of argument that $\hat{K}$ has the same number of right half plane poles. Then it is obvious that the closed-loop stability is guaranteed and the closed-loop performance degradation is limited if $\|K-\hat{K}\|_{\infty}$ is sufficiently small. Hence a trivial controller reduction approach is to apply the model reduction procedure to the full order controller $K$. Unfortunately, this approach has only limited applications. One simple reason is that a reduced order controller that stabilizes the closed-loop system and gives satisfactory performance does not necessarily make the error $\bar{\sigma}(K-\hat{K})(j \omega)$ sufficiently small u7iformly over all frequencies. Therefore, the approximation error only has to be made small over those critical frequency ranges that affect the closed-loop stability and performance. Since stability is the most basic requirement for a feedback system, we shall first derive controller reduction methods that guarantee this property.
19.1. Controller Reduction with Stability Criteria

### 19.1.1 Additive Reduction

The following lemma follows from small gain theorem.
Lemma 19.1 Let $K$ be a stabilizing controller and $\hat{K}$ be a reduced order controller. Suppose $\hat{K}$ and $K$ have the same number of right half plane poles and define

$$
\Delta:=\hat{K}-K, \quad W_{a}:=\left(I-G_{22} K\right)^{-1} G_{22}
$$

Then the closed-loop system with $\hat{K}$ is stable if either

$$
\begin{equation*}
\left\|W_{a} \Delta\right\|_{\infty}<1 \tag{19.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\left\|\Delta W_{a}\right\|_{\infty}<1 \tag{19.2}
\end{equation*}
$$

Proof. Since

$$
I-G_{22} \hat{K}=I-G_{22} K-G_{22} \Delta=\left(I-G_{22} K\right)\left(I-\left(I-G_{22} K\right)^{-1} G_{22} \Delta\right)
$$

by small gain theorem, the system is stable if $\left\|W_{a} \Delta\right\|_{\infty}<1$. On the other hand,

$$
I-\hat{K} G_{22}=I-K G_{22}-\Delta G_{22}=\left(I-\Delta\left(I-G_{22} K\right)^{-1} G_{22}\right)\left(I-K G_{22}\right)
$$

so the system is stable if $\left\|\Delta W_{a}\right\|_{\infty}<1$.
Now suppose $K$ has the following state space realization

$$
K=\left[\begin{array}{c|c}
A_{k} & B_{k} \\
\hline C_{k} & D_{k}
\end{array}\right]
$$

Then

$$
\begin{aligned}
W_{a} & =\mathcal{S}\left(\left[\begin{array}{cc}
0 & I_{p} \\
I_{q} & K
\end{array}\right], G_{22}\right)=\mathcal{S}\left(\left[\begin{array}{c|cc}
A_{k} & 0 & B_{k} \\
\hline 0 & 0 & I_{p} \\
C_{k} & I_{q} & D_{k}
\end{array}\right],\left[\begin{array}{c|c}
A & B_{2} \\
\hline C_{2} & D_{22}
\end{array}\right]\right) \\
& =\left[\begin{array}{cc|c}
A+B_{2} D_{k} R^{-1} C_{2} & B_{2} \tilde{R}^{-1} C_{k} & B_{2} \tilde{R}^{-1} \\
B_{k} R^{-1} C_{2} & A_{k}+B_{k} D_{22} \tilde{R}^{-1} C_{k} & B_{k} D_{22} \tilde{R}^{-1} \\
\hline R^{-1} C_{2} & R^{-1} D_{22} C_{k} & D_{22} \tilde{R}^{-1}
\end{array}\right]
\end{aligned}
$$

where $R:=I-D_{22} D_{k}$ and $\tilde{R}:=I-D_{k} D_{22}$. Hence in general the order of $W_{a}$ is equal to the sum of the orders of $G$ and $K$.

In view of the above lemma, the controller $K$ should be reduced in such a way so that the weighted error $\left\|W_{a}(K-\hat{K})\right\|_{\infty}$ or $\left\|(K-\hat{K}) W_{a}\right\|_{\infty}$ is small and $\hat{K}$ and $K$ have
the same number of unstable poles. Suppose $K$ is unstable, then in order to make sure that $\hat{K}$ and $K$ have the same number of right lalf plane poles, $K$ is usually separated into stable and unstable parts as

$$
K=K_{+}+\kappa_{-}
$$

where $K_{+}$is stable and a reduction is done on $K_{+}$to obtain a reduced $\hat{K}_{+}$, the final reduced order controller is given by $\hat{K}=\hat{K}_{+}+K_{-}$.

We shall illustrate the above procedure through a simple example.
Example 19.1 Consider a system with

$$
\begin{gathered}
A=\left[\begin{array}{ccc}
-1 & 0 & 4 \\
0 & 2 & 0 \\
0 & 0 & -3
\end{array}\right], B_{1}=C_{1}^{*}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 0
\end{array}\right], B_{2}=C_{2}^{*}=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right] \\
D_{11}=0, \quad D_{12}=D_{21}^{*}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], D_{22}=0
\end{gathered}
$$

A controller minimizing $\left\|T_{z w}\right\|_{2}$ is given by

$$
K=-\frac{148.79(s+1)(s+3)}{(s+31.74)(s+3.85)(s-9.19)}
$$

with $\left\|T_{z w}\right\|_{2}=55.09$. Since $K$ is unstable, we need to separate $K$ into stable part and antistable part $K=K_{+}+K_{-}$with

$$
K_{+}=-\frac{114.15(s+3.61)}{(s+31.74)(s+3.85)}, \quad K_{-}=\frac{-34.64}{s-9.19}
$$

Next apply the frequency weighted balanced model reduction in Chapter 7 to

$$
\left\|W_{a}\left(K_{+}-\hat{K}_{+}\right)\right\|_{\infty}
$$

we have

$$
\hat{K}_{+}=-\frac{117.085}{s+31.526}
$$

and

$$
\hat{K}:=\hat{K}_{+}+K_{-}=-\frac{151.72(s+0.788)}{(s+34.526)(s-9.19)}
$$

The $\left\|T_{z w}\right\|_{2}$ with the reduced order controller $\hat{K}$ is 61.69 . On the other hand, if $K_{+}$ is reduced directly by balanced truncation without stability weighting $W_{a}$, then the reduced order controller does not stabilize the closed-loop system. The results are summarized in Table 19.1 where both weighted and unweighted errors are listed.

| Methods | $K-\hat{K} \\|_{\infty}$ | $\\| W_{a}(K-\hat{K})$ | $\left\\|T_{z w}\right\\|_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| BT | 0.1622 | 2.5295 | unstable |
| WBT | 0.1461 | 0.471 | 61.69 |

Table 19.1: BT: Balance and Truncate, WBT: Weighted Balance and Truncate

It may seem somewhat strange that the unweighted error $\|K-\hat{K}\|_{\infty}$ resulted from weighted balanced reduction is actually smaller than that from unweighted balanced reduction. This happens because the balanced model reduction is not optimal in $\mathcal{L}_{\infty}$ norm. We should also point out that the stability criterion $\left\|W_{a}(K-\hat{K})\right\|_{\infty}<1$ (or $\left.\left\|(K-\hat{K}) W_{a}\right\|_{\infty}<1\right)$ is only sufficient. Hence having $\left\|W_{a}(K-\hat{K})\right\|_{\infty} \geq 1$ does not necessarily imply that $\hat{K}$ is not a stabilizing controller.

### 19.1.2 Coprime Factor Reduction

It is clear that the additive controller reduction method in the last section is somewhat restrictive, in particular, this method can not be used to reduce the controller order if the controller is totally unstable, i.e., $K$ has all poles in the right half plane. This motivates the following coprime factorization reduction approach.

Let $G_{22}$ and $K$ have the following left and right coprime factorizations, respectively

$$
G_{22}=\tilde{M}^{-1} \tilde{N}=N M^{-1}, \quad K=\tilde{V}^{-1} \tilde{U}=U V^{-1}
$$

and define

$$
\left[\begin{array}{ll}
\tilde{N}_{n} & \tilde{M}_{n}
\end{array}\right]:=(\tilde{M} V-\tilde{N} U)^{-1}\left[\begin{array}{cc}
\tilde{N} & \tilde{M}
\end{array}\right]=V^{-1}\left(I-G_{22} K\right)^{-1}\left[\begin{array}{ll}
G_{22} & I
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
N_{n} \\
M_{n}
\end{array}\right]:=\left[\begin{array}{c}
N \\
M
\end{array}\right](\tilde{V} M-\tilde{U} N)^{-1}=\left[\begin{array}{c}
G_{22} \\
I
\end{array}\right]\left(I-K G_{22}\right)^{-1} \tilde{V}^{-1}
$$

Note that $\tilde{M}_{n}, \tilde{N}_{n}, M_{n}, N_{n}$ do not depend upon the specific coprime factorizations of $G_{22}$.

Lemma 19.2 Let $\hat{U}, \hat{V} \in \mathcal{R} \mathcal{H}_{\infty}$ be the reduced order right coprime factors of $U$ and $V$. Then $\hat{K}:=\hat{U} \hat{V}^{-1}$ stabilizes the system if

$$
\left\|\left[\begin{array}{ll}
-\tilde{N}_{n} & \tilde{M}_{n}
\end{array}\right]\left(\left[\begin{array}{c}
U  \tag{19.3}\\
V
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right)\right\|_{\infty}<1 .
$$

Similarly, let $\hat{\tilde{U}}, \hat{\tilde{V}} \in \mathcal{R} \mathcal{H}_{\infty}$ be the reduced order left coprime factors of $\tilde{U}$ and $\tilde{V}$. Then $\hat{K}:=\hat{\tilde{V}}^{-1} \hat{\tilde{U}}$ stabilizes the system if

$$
\left.\|\left(\left[\begin{array}{cc}
\tilde{U} & \tilde{V}
\end{array}\right]-\left[\begin{array}{cc}
\hat{\tilde{U}} & \hat{\tilde{V}}
\end{array}\right]\right)^{-} \begin{array}{c}
-N_{n}  \tag{19.4}\\
-M_{n}
\end{array}\right] \|_{\infty}<1
$$

Proof. We shall only show the results for the right coprime controller reduction. The case for the left coprime factorization is analogous. It is well known that $\hat{K}:=\hat{U} \hat{V}^{-1}$ stabilizes the system if and only if $(\tilde{M} \hat{V}-\tilde{N} \hat{U})^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$. Since

$$
\tilde{M} \hat{V}-\tilde{N} \hat{U}=(\tilde{M} V-\tilde{N} U)\left[I-\left[\begin{array}{ll}
-\tilde{N}_{n} & \tilde{M}_{n}
\end{array}\right]\left[\begin{array}{l}
U-\hat{U} \\
V-\hat{V}
\end{array}\right]\right]
$$

the stability of the closed-loop system is guaranteed if

$$
\left\|\left[\begin{array}{ll}
-\tilde{N}_{n} & \tilde{M}_{n}
\end{array}\right]\left[\begin{array}{c}
U-\hat{U} \\
V-\hat{V}
\end{array}\right]\right\|_{\infty}<1 .
$$

Now suppose $\hat{U}$ and $\hat{V}$ have the following state space realizations

$$
\left[\begin{array}{c}
\hat{U}  \tag{19.5}\\
\hat{V}
\end{array}\right]=\left[\begin{array}{c|c}
\hat{A} & \hat{B} \\
\hline \hat{C}_{1} & \hat{D}_{1} \\
\hat{C}_{2} & \hat{D}_{2}
\end{array}\right]
$$

and suppose $\hat{D}_{2}$ is nonsingular. Then the reduced order controller is given by

$$
\hat{K}=\left[\begin{array}{c|c}
\hat{A}-\hat{B} \hat{D}_{2}^{-1} \hat{C}_{2} & \hat{B} \hat{D}_{2}^{-1}  \tag{19.6}\\
\hline \hat{C}_{1}-\hat{D}_{1} \hat{D}_{2}^{-1} \hat{C}_{2} & \hat{D}_{1} \hat{D}_{2}^{-1}
\end{array}\right]
$$

Similarly, suppose $\hat{\tilde{U}}$ and $\hat{\tilde{V}}$ have the following state space realizations

$$
\left[\begin{array}{cc}
\hat{\tilde{U}} & \hat{\tilde{V}}
\end{array}\right]=\left[\begin{array}{c|cc}
\hat{A} & \hat{B}_{1} & \hat{B}_{2}  \tag{19.7}\\
\hline \hat{C} & \hat{D}_{1} & \hat{D}_{2}
\end{array}\right]
$$

and suppose $\hat{D}_{2}$ is nonsingular. Then the reduced order controller is given by

$$
\hat{K}=\left[\begin{array}{c|c}
\hat{A}-\hat{B}_{2} \hat{D}_{2}^{-1} \hat{C} & \hat{B}_{1}-\hat{B}_{2} \hat{D}_{2}^{-1} \hat{D}_{1}  \tag{19.8}\\
\hline \hat{D}_{2}^{-1} \hat{C} & \hat{D}_{2}^{-1} \hat{D}_{1}
\end{array}\right]
$$

It is clear from this lemma that the coprime factors of the controller should be reduced so that the weighted errors in (19.3) and (19.4) are small. Note that there is no restriction
on the right half plane poles of the controller. In particular, $K$ and $\hat{K}$ may have different number of right half plane poles. It is also not hard to see that the additive reduction method in the last subsection may be regarded as a special case of the coprime factor reduction if the controller $K$ is stable by taking $V=I$ or $\tilde{V}=I$.

Let $L, F, L_{k}$ and $F_{k}$ be any matrices such that $A+L C_{2}, A+B_{2} F, A_{k}+L_{k} C_{k}$ and $A_{k}+B_{k} F_{k}$ are stable. Define

$$
\begin{aligned}
& {\left[\begin{array}{cc}
\tilde{N} & \tilde{M}
\end{array}\right]=\left[\begin{array}{c|cc}
A+L C_{2} & B_{2}+L D_{22} & L \\
\hline C_{2} & D_{22} & I
\end{array}\right],\left[\begin{array}{c}
N \\
M
\end{array}\right]=\left[\begin{array}{c}
A+B_{2} F \\
\hline C_{2}+D_{22} F \\
F
\end{array} \begin{array}{c}
B_{22} \\
F
\end{array}\right]} \\
& {\left[\begin{array}{c}
U \\
V
\end{array}\right]=\left[\begin{array}{c|c}
A_{k}+B_{k} F_{k} & B_{k} \\
\hline C_{k}+D_{k} F_{k} & D_{k} \\
F_{k} & I
\end{array}\right],\left[\begin{array}{cc}
\tilde{U} & \tilde{V}
\end{array}\right]=\left[\begin{array}{ccc}
A_{k}+L_{k} C_{k} & B_{k}+L_{k} D_{k} & L_{k} \\
\hline C_{k} & D_{k} & I
\end{array}\right] .}
\end{aligned}
$$

Then $K=U V^{-1}=\tilde{V}^{-1} \tilde{U}$ and $G_{22}=N M^{-1}=\tilde{M}^{-1} \tilde{N}$ are right and left coprime factorizations over $\mathcal{R} \mathcal{H}_{\infty}$, respectively. Moreover,

$$
\begin{aligned}
{\left[\begin{array}{cc}
-\tilde{N}_{n} & \tilde{M}_{n}
\end{array}\right] } & =\left[\begin{array}{cc|cc}
A+B_{2} D_{k} R^{-1} C_{2} & -B_{2} \tilde{R}^{-1} C_{k} & B_{2} \tilde{R}^{-1} & -B_{2} D_{k} R^{-1} \\
-B_{k} R^{-1} C_{2} & A_{k}+B_{k} R^{-1} D_{22} C_{k} & -B_{k} R^{-1} D_{22} & B_{k} R^{-1} \\
\hline-R^{-1} C_{2} & R^{-1} D_{22} C_{k}-F_{k} & -R^{-1} D_{22} & R^{-1}
\end{array}\right] \\
{\left[\begin{array}{c}
-N_{n} \\
M_{n}
\end{array}\right] } & =\left[\begin{array}{cc|c}
A_{k}+B_{k} D_{22} \tilde{R}^{-1} C_{k} & -B_{k} R^{-1} C_{2} & -L_{k}+B_{k} D_{22} \tilde{R}^{-1} \\
-B_{2} \tilde{R}^{-1} C_{k} & A+B_{2} \tilde{R}^{-1} D_{k} C_{2} & -B_{2} \tilde{R}^{-1} \\
\hline-D_{22} \tilde{R}^{-1} C_{k} & R^{-1} C_{2} & -D_{22} \tilde{R}^{-1} \\
\tilde{R}^{-1} C_{k} & -\tilde{R}^{-1} D_{k} C_{2} & \tilde{R}^{-1}
\end{array}\right]
\end{aligned}
$$

where $R:=I-D_{22} D_{k}$ and $\tilde{R}:=I-D_{k} D_{22}$. Note that the orders of the weighting matrices $\left[\begin{array}{cc}-\tilde{N}_{n} & \tilde{M}_{n}\end{array}\right]$ and $\left[\begin{array}{c}-N_{n} \\ M_{n}\end{array}\right]$ are in general equal to the sum of the orders of $G$ and $K$. However, if $K$ is an observer-based controller, i.e.,

$$
K=\left[\begin{array}{c|c}
A+B_{2} F+L C_{2}+L D_{22} F & -L \\
\hline F & 0
\end{array}\right]
$$

letting $F_{k}=-\left(C_{2}+D_{22} F\right)$ and $L_{k}=-\left(B_{2}+L D_{22}\right)$, we get

$$
\begin{gathered}
{\left[\begin{array}{c}
U \\
V
\end{array}\right]=\left[\begin{array}{c|c}
A+B_{2} F & -L \\
\hline F & 0 \\
C_{2}+D_{22} F & I
\end{array}\right], \quad\left[\begin{array}{cc}
\tilde{U} & \tilde{V}
\end{array}\right]=\left[\begin{array}{c|cc}
A+L C_{2} & -L & -\left(B_{2}+L D_{22}\right) \\
\hline F & 0 & I
\end{array}\right]} \\
\tilde{M} V-\tilde{N} U=I, \tilde{V} M-\tilde{U} N=I
\end{gathered}
$$

Therefore, we can chose $\left[\begin{array}{ll}-\tilde{N}_{n} & \tilde{M}_{n}\end{array}\right]=\left[\begin{array}{ll}\cdots \tilde{N} & \tilde{M}\end{array}\right]$ and $\left[\begin{array}{c}-N_{n} \\ M_{n}\end{array}\right]=\left[\begin{array}{c}-N \\ M\end{array}\right]$ which have the same orders as that of the plant $G$.

We shall also illustrate the above procedure through a simple example.
Example 19.2 Consider a system with

$$
\begin{gathered}
A=\left[\begin{array}{ccc}
-1 & 0 & 4 \\
0 & -2 & 0 \\
0 & 0 & -3
\end{array}\right], B_{1}=C_{1}^{*}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 0
\end{array}\right], \quad B_{2}=C_{2}^{*}=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right] \\
D_{11}=0, \quad D_{12}=D_{21}^{*}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], \quad D_{22}=0 .
\end{gathered}
$$

A controller minimizing $\left\|T_{z w}\right\|_{2}$ is given by

$$
K=\left[\begin{array}{ccc|c}
-1 & -8.198 & 4 & 0 \\
-8.198 & -18.396 & -8.198 & 8.198 \\
0 & -8.198 & -3 & 0 \\
\hline 0 & -8.198 & 0 & 0
\end{array}\right]=-\frac{67.2078(s+1)(s+3)}{(s+23.969)(s+3.7685)(s-5.3414)}
$$

with $\left\|T_{z w}\right\|_{2}=37.02$. Since the controller is an observer-based controller, a natural coprime factorization of $K$ is given by

$$
\left[\begin{array}{l}
U \\
V
\end{array}\right]=\left[\begin{array}{ccc|c}
-1 & -8.198 & 4 & 0 \\
0 & -10.198 & 0 & 8.198 \\
0 & -8.198 & -3 & 0 \\
\hline 0 & -8.198 & 0 & 0 \\
1 & 1 & 1 & 1
\end{array}\right]
$$

Furthermore, we have

$$
\left[\begin{array}{ll}
-\tilde{N} & \tilde{M}
\end{array}\right]=\left[\begin{array}{ccc|cc}
-1 & 0 & 4 & -1 & 0 \\
-8.198 & -10.198 & -8.198 & -1 & -8.198 \\
0 & 0 & -3 & -1 & 0 \\
\hline 1 & 1 & 1 & 0 & 0
\end{array}\right]
$$

Applying the frequency weighted balanced model reduction in Chapter 7 to the weighted coprime factors, we obtain a first order approximation

$$
\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]=\left[\begin{array}{c|c}
-0.1814 & 1.0202 \\
\hline 1.2244 & 0 \\
6.504 & 1
\end{array}\right]
$$

which gives

$$
\begin{gathered}
\left\|\left[\begin{array}{cc}
-\tilde{N}_{n} & \tilde{M}_{n}
\end{array}\right]\left(\left[\begin{array}{c}
U \\
V
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right)\right\|_{\infty}=2.0928>1 \\
\hat{K}=\frac{1.2491}{s+6.8165}, \quad\left\|T_{z w}\right\|_{2}=52.29
\end{gathered}
$$

and a second order approximation

$$
\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]=\left[\begin{array}{cc|c}
-0.1814 & 14.5511 & 1.0202 \\
-0.5288 & -4.1434 & -1.2642 \\
\hline 1.2244 & 29.5182 & 0 \\
6.504 & -1.3084 & 1
\end{array}\right]
$$

which gives

$$
\begin{gathered}
\left\|\left[\begin{array}{ll}
-\tilde{N}_{n} & \tilde{M}_{n}
\end{array}\right]\left(\left[\begin{array}{c}
U \\
V
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right)\right\|_{\infty}=0.024<1 \\
\hat{K}=-\frac{36.069(s+1.1102)}{(s+17.3741)(s-4.7601)}, \quad\left\|T_{z w}\right\|_{2}=39.14
\end{gathered}
$$

Note that the first order reduced controller does not have the same number of right half plane poles as that of the full order controller. Moreover, the sufficient stability condition is not satisfied nevertheless the controller is a stabilizing controller. It is also interesting to note that the unstable pole of the second order reduced controller is not at the same location as that of the full order controller.

## 19.2 $\mathcal{H}_{\infty}$ Controller Reductions

In this section, we consider $\mathcal{H}_{\infty}$ performance preserving controller order reduction problem. Again we consider the feedback system shown in Figure 19.1 with a generalized plant realization given by

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & D_{22}
\end{array}\right]
$$

The following assumptions are made:
(A1) $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable;
(A2) $D_{12}$ has full column rank and $D_{21}$ has full row rank;

$$
\left[\begin{array}{cc}
A-j \omega I & B_{2}  \tag{A3}\\
C_{1} & D_{12}
\end{array}\right] \text { has full column rank for all } \omega ;
$$

$$
\left[\begin{array}{cc}
A-j \omega I & B_{1}  \tag{A4}\\
C_{2} & D_{21}
\end{array}\right] \text { has full row rank for a } 1 \omega
$$

It is shown in Chapter 17 that all stabilizing controllers satisfying $\left\|T_{z w}\right\|_{\infty}<\gamma$ can be parameterized as

$$
\begin{equation*}
K=\mathcal{F}_{\ell}\left(M_{\infty}, Q\right), \quad Q \in \mathcal{R}^{\prime} t_{\infty}, \quad\|Q\|_{\infty}<\gamma \tag{19.9}
\end{equation*}
$$

where $M_{\infty}$ is of the form

$$
M_{\infty}=\left[\begin{array}{cc}
M_{11}(s) & M_{12}(s) \\
M_{21}(s) & M_{22}(s)
\end{array}\right]=\left[\begin{array}{c|cc}
\hat{A} & \hat{B}_{1} & \hat{B}_{2} \\
\hline \hat{C}_{1} & \hat{D}_{11} & \hat{D}_{12} \\
\hat{C}_{2} & \hat{D}_{21} & \hat{D}_{22}
\end{array}\right]
$$

such that $\hat{D}_{12}$ and $\hat{D}_{21}$ are invertible and $\hat{A}-\hat{B}_{2} \hat{D}_{12}^{-1} \hat{C}_{1}$ and $\hat{A}-\hat{B}_{1} \hat{D}_{21}^{-1} \hat{C}_{2}$ are both stable, i.e., $M_{12}^{-1}$ and $M_{21}^{-1}$ are both stable.

The problem to be considered here is to find a controller $\hat{K}$ with a minimal possible order such that the $\mathcal{H}_{\infty}$ performance requirement $\left\|\mathcal{F}_{\ell}(G, \hat{K})\right\|_{\infty}<\gamma$ is satisfied. This is clearly equivalent to finding a $Q$ so that it satisfies the above constraint and the order of $\hat{K}$ is minimized. Instead of choosing $Q$ directly, we shall approach this problem from a different perspective. The following lemma is useful in the subsequent development and can be regarded as a special case of Theorem 11.7 (main loop theorem).

Lemma 19.3 Consider a feedback system shown, below

where $N$ is a suitably partitioned transfer matrix

$$
N(s)=\left[\begin{array}{ll}
N_{11} & \aleph_{12} \\
N_{21} & \aleph_{22}
\end{array}\right]
$$

Then, the closed-loop transfer matrix from $w$ to : is given by

$$
T_{z w}=\mathcal{F}_{\ell}(N, Q)=N_{11}+N_{12} Q\left(I-N_{22} Q\right)^{-1} N_{21}
$$

Assume that the feedback loop is well-posed, i.e., $\operatorname{det}\left(I-N_{22}(\infty) Q(\infty)\right) \neq 0$, and either $N_{21}(j \omega)$ has full row rank for all $\omega \in \mathbb{R} \cup \infty$ or $N_{12}(j \omega)$ has full column rank for all $\omega \in \mathbb{R} \cup \infty$ and $\|N\|_{\infty} \leq 1$ then $\left\|\mathcal{F}_{\ell}(N, Q)\right\|_{\infty}<1$ if $\|Q\|_{\infty}<1$.

Proof. We shall assume $N_{21}$ has full row rank. The case when $N_{12}$ has full column rank can be shown in the same way.

To show that $\left\|T_{z w}\right\|_{\infty}<1$, consider the closed-loop system at any frequency $s=j \omega$ with the signals fixed as complex constant vectors. Let $\|Q\|_{\infty}=: \epsilon<1$ and note that $T_{w y}=N_{21}^{+}\left(I-N_{22} Q\right)$ where $N_{21}^{+}$is a right inverse of $N_{21}$. Also let $\kappa:=\left\|T_{w y}\right\|_{\infty}$. Then $\|w\|_{2} \leq \kappa\|y\|_{2}$, and $\|N\|_{\infty} \leq 1$ implies that $\|z\|_{2}^{2}+\|y\|_{2}^{2} \leq\|w\|_{2}^{2}+\|u\|_{2}^{2}$. Therefore,

$$
\|z\|_{2}^{2} \leq\|w\|_{2}^{2}+\left(\epsilon^{2}-1\right)\|y\|_{2}^{2} \leq\left[1-\left(1-\epsilon^{2}\right) \kappa^{-2}\right]\|w\|_{2}^{2}
$$

which implies $\left\|T_{z w}\right\|_{\infty}<1$.

### 19.2.1 Additive Reduction

Consider the class of (reduced order) controllers that can be represented in the form

$$
\hat{K}=K_{0}+W_{2} \Delta W_{1},
$$

where $K_{0}$ may be interpreted as a nominal, higher order controller, $\Delta$ is a stable perturbation, with stable, minimum phase, and invertible weighting functions $W_{1}$ and $W_{2}$. Suppose that $\left\|\mathcal{F}_{\ell}\left(G, K_{0}\right)\right\|_{\infty}<\gamma$. A natural question is whether it is possible to obtain a reduced order controller $\hat{K}$ in this class such that the $\mathcal{H}_{\infty}$ performance bound remains valid when $\hat{K}$ is in place of $K_{0}$. Note that this is somewhat a special case of the above general problem; the specific form of $\hat{K}$ restricts that $\hat{K}$ and $K_{0}$ must possess the same right half plane poles, thus to a certain degree limiting the set of attainable reduced order controllers.

Suppose $\hat{K}$ is a suboptimal $\mathcal{H}_{\infty}$ controller, i.e., there is a $Q \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|Q\|_{\infty}<\gamma$ such that $\hat{K}=\mathcal{F}_{\ell}\left(M_{\infty}, Q\right)$. It follows from simple algebra that

$$
Q=\mathcal{F}_{\ell}\left(\bar{K}_{a}^{-1}, \hat{K}\right)
$$

where

$$
\bar{K}_{a}^{-1}:=\left[\begin{array}{cc}
0 & I \\
I & 0
\end{array}\right] M_{\infty}^{-1}\left[\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right]
$$

Furthermore, it follows from straightforward manipulations that

$$
\begin{aligned}
\|Q\|_{\infty}<\gamma & \Longleftrightarrow\left\|\mathcal{F}_{\ell}\left(\bar{K}_{a}^{-1}, \hat{K}\right)\right\|_{\infty}<\gamma \\
& \Longleftrightarrow\left\|\mathcal{F}_{\ell}\left(\bar{K}_{a}^{-1}, K_{0}+W_{2} \Delta W_{1}\right)\right\|_{\infty}<\gamma \\
& \Longleftrightarrow\left\|\mathcal{F}_{\ell}(\tilde{R}, \Delta)\right\|_{\infty}<1
\end{aligned}
$$

where

$$
\tilde{R}=\left[\begin{array}{cc}
\gamma^{-1 / 2} I & 0 \\
0 & W_{1}
\end{array}\right]\left[\begin{array}{cc}
R_{11} & R_{12} \\
R_{21} & R_{22}
\end{array}\right]\left[\begin{array}{cc}
\gamma^{-1 / 2} I & 0 \\
0 & W_{2}
\end{array}\right]
$$

and $R$ is given by the star product

$$
\left[\begin{array}{ll}
R_{11} & R_{12} \\
R_{21} & R_{22}
\end{array}\right]=\mathcal{S}\left(\bar{K}_{a}^{-3},\left[\begin{array}{cc}
K_{o} & I \\
I & 0
\end{array}\right]\right)
$$

It is easy to see that $\tilde{R}_{12}$ and $\tilde{R}_{21}$ are both minimum phase and invertible, and hence have full column and full row rank, respectively for all $\omega \in \mathbb{R} \cup \infty$. Consequently, by invoking Lemma 19.3, we conclude that if $\tilde{R}$ is a contraction and $\|\Delta\|_{\infty}<1$ then $\left\|\mathcal{F}_{\ell}(\tilde{R}, \Delta)\right\|_{\infty}<1$. This guarantees the existeuce of a $Q$ such that $\|Q\|_{\infty}<\gamma$, or equivalently, the existence of a $\hat{K}$ such that $\left\|\mathcal{F}_{\ell!}(\hat{K})\right\|_{\infty}<\gamma$. This observation leads to the following theorem.

Theorem 19.4 Suppose $W_{1}$ and $W_{2}$ are stable, minimum phase and invertible transfer matrices such that $\tilde{R}$ is a contraction. Let $K_{\text {}}$. be a stabilizing controller such that $\left\|\mathcal{F}_{\ell}\left(G, K_{0}\right)\right\|_{\infty}<\gamma$. Then $\hat{K}$ is also a stabilizing controller such that $\left\|\mathcal{F}_{\ell}(G, \hat{K})\right\|_{\infty}<\gamma$
if

$$
\|\Delta\|_{\infty}=\left\|W_{2}^{-1}\left(\hat{K}-K_{0}\right) W_{1}^{-1}\right\|_{\infty}<1 .
$$

Since $\tilde{R}$ can always be made contractive for sufficiently small $W_{1}$ and $W_{2}$, there are infinite many $W_{1}$ and $W_{2}$ that satisfy the conditions in the theorem. It is obvious that to make $\left\|W_{2}^{-1}\left(\hat{K}-K_{0}\right) W_{1}^{-1}\right\|_{\infty}<1$ for some $\hat{K}$, one would like to select the "largest" $W_{1}$ and $W_{2}$.

Lemma 19.5 Assume $\left\|R_{22}\right\|_{\infty}<\gamma$ and define

$$
L=\left[\begin{array}{cc}
L_{1} & L_{2} \\
L_{2}^{\sim} & L_{3}
\end{array}\right]=\mathcal{F}_{\ell}\left(\left[\begin{array}{cc:cc}
0 & -R_{11} & 0 & R_{12} \\
-R_{11}^{\sim} & 0 & R_{21}^{\sim} & 0 \\
\hdashline 0 & R_{21} & 0 & -R_{22} \\
R_{12}^{\sim} & 0 & -R_{22}^{\sim} & 0
\end{array}\right], \gamma^{-1} I\right)
$$

Then $\tilde{R}$ is a contraction if $W_{1}$ and $W_{2}$ satisfy

$$
\left[\begin{array}{cc}
\left(W_{1}^{\sim} W_{1}\right)^{-1} & 0 \\
0 & \left(W_{2} W_{2}^{\sim}\right)^{-1}
\end{array}\right] \geq\left[\begin{array}{cc}
L_{1} & L_{2} \\
L_{2}^{\sim} & L_{3}
\end{array}\right]
$$

Proof. See Goddard and Glover [1993].
An algorithm that maximizes $\left.\operatorname{det}\left(W_{1}^{\sim} W_{1}\right) \operatorname{det}^{\prime}, W_{2} W_{2}^{\sim}\right)$ has been developed by Goddard and Glover [1993]. The procedure below, devised directly from the above theorem, can be used to generate a required reduced order controller which will preserve the closed-loop $\mathcal{H}_{\infty}$ performance bound $\left\|\mathcal{F}_{\ell}(G, \hat{K})\right\|_{\infty}<\gamma$.

1. Let $K_{0}$ be a full order controller such that $\left\|\mathcal{F}_{\ell}\left(G, K_{0}\right)\right\|_{\infty}<\gamma$;
2. Compute $W_{1}$ and $W_{2}$ so that $\tilde{R}$ is a contraction;
3. Using model reduction method to find a $\hat{K}$ so that $\left\|W_{2}^{-1}\left(\hat{K}-K_{0}\right) W_{1}^{-1}\right\|_{\infty}<1$.

### 19.2.2 Coprime Factor Reduction

The $\mathcal{H}_{\infty}$ controller reduction problem can also be considered in the coprime factor framework. For that purpose, we need the following alternative representation of all admissible $\mathcal{H}_{\infty}$ controllers.

Lemma 19.6 The family of all admissible controllers such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ can also be written as

$$
\begin{aligned}
K(s)=\mathcal{F}_{\ell}\left(M_{\infty}, Q\right) & =\left(\Theta_{11} Q+\Theta_{12}\right)\left(\Theta_{21} Q+\Theta_{22}\right)^{-1}:=U V^{-1} \\
& =\left(Q \tilde{\Theta}_{12}+\tilde{\Theta}_{22}\right)^{-1}\left(Q \tilde{\Theta}_{11}+\tilde{\Theta}_{21}\right):=\tilde{V}^{-1} \tilde{U}
\end{aligned}
$$

where $Q \in \mathcal{R} \mathcal{H}_{\infty},\|Q\|_{\infty}<\gamma$, and $U V^{-1}$ and $\tilde{V}^{-1} \tilde{U}$ are respectively right and left coprime factorizations over $\mathcal{R H}_{\infty}$, and

$$
\begin{gathered}
\Theta=\left[\begin{array}{cc}
\Theta_{11} & \Theta_{12} \\
\Theta_{21} & \Theta_{22}
\end{array}\right]=\left[\begin{array}{c|cc}
\hat{A}-\hat{B}_{1} \hat{D}_{21}^{-1} \hat{C}_{2} & \hat{B}_{2}-\hat{B}_{1} \hat{D}_{21}^{-1} \hat{D}_{22} & \hat{B}_{1} \hat{D}_{21}^{-1} \\
\hline \hat{C}_{1}-\hat{D}_{11} \hat{D}_{21}^{-1} \hat{C}_{2} & \hat{D}_{12}-\hat{D}_{11} \hat{D}_{21}^{-1} \hat{D}_{22} & \hat{D}_{11} \hat{D}_{21}^{-1} \\
-\hat{D}_{21}^{-1} \hat{C}_{2} & -\hat{D}_{21}^{-1} \hat{D}_{22} & \hat{D}_{21}^{-1}
\end{array}\right] \\
\tilde{\Theta}=\left[\begin{array}{cc}
\tilde{\Theta}_{11} & \tilde{\Theta}_{12} \\
\tilde{\Theta}_{21} & \tilde{\Theta}_{22}
\end{array}\right]=\left[\begin{array}{c|cc}
\hat{A}-\hat{B}_{2} \hat{D}_{12}^{-1} \hat{C}_{1} & \hat{B}_{1}-\hat{B}_{2} \hat{D}_{12}^{-1} \hat{D}_{11} & -\hat{B}_{2} \hat{D}_{12}^{-1} \\
\hline \hat{C}_{2}-\hat{D}_{22} \hat{D}_{12}^{-1} \hat{C}_{1} & \hat{D}_{21}-\hat{D}_{22} \hat{D}_{12}^{-1} \hat{D}_{11} & -\hat{D}_{22} \hat{D}_{12}^{-1} \\
\hat{D}_{12}^{-1} \hat{C}_{1} & \hat{D}_{12}^{-1} \hat{D}_{11} & \hat{D}_{12}^{-1}
\end{array}\right] \\
\Theta^{-1}=\left[\begin{array}{c|ccc}
\hat{A}-\hat{B}_{2} \hat{D}_{12}^{-1} \hat{C}_{1} & \hat{B}_{2} \hat{D}_{12}^{-1} & \hat{B}_{1}-\hat{B}_{2} \hat{D}_{12}^{-1} \hat{D}_{11} \\
\hline-\hat{D}_{12}^{-1} \hat{C}_{1} & \hat{D}_{12}^{-1} & -\hat{D}_{12}^{-1} \hat{D}_{11} \\
\hat{C}_{2}-\hat{D}_{22} \hat{D}_{12}^{-1} \hat{C}_{1} & \hat{D}_{22} \hat{D}_{12}^{-1} & \hat{D}_{21}-\hat{D}_{22} \hat{D}_{12}^{-1} \hat{D}_{11}
\end{array}\right] \\
\tilde{\Theta}^{-1}=\left[\begin{array}{c|cc}
\hat{A}-\hat{B}_{1} \hat{D}_{21}^{-1} \hat{C}_{2} & -\hat{B}_{1} \hat{D}_{21}^{-1} & \hat{B}_{2}-\hat{B}_{1} \hat{D}_{21}^{-1} \hat{D}_{22} \\
\hline \hat{D}_{21}^{-1} \hat{C}_{2} & \hat{D}_{21}^{-1} & \hat{D}_{21}^{-1} \hat{D}_{22} \\
\hat{C}_{1}-\hat{D}_{11} \hat{D}_{21}^{-1} \hat{C}_{2} & -\hat{D}_{11} \hat{D}_{21}^{-1} & \hat{D}_{12}-\hat{D}_{11} \hat{D}_{21}^{-1} \hat{D}_{22}
\end{array}\right] .
\end{gathered}
$$

Proof. The results follow immediately from Lemma 10.2.

Theorem 19.7 Let $K_{0}=\Theta_{12} \Theta_{22}^{-1}$ be the central $\mathcal{H}_{\infty}$ controller such that $\left\|\mathcal{F}_{\ell}\left(G, K_{0}\right)\right\|_{\infty}<\gamma$ and let $\hat{U}, \hat{V} \in \mathcal{R} \mathcal{H}_{\infty}$ with det $\hat{V}(\infty) \neq 0$ be such that

$$
\left\|\left[\begin{array}{cc}
\gamma^{-1} I & 0  \tag{19.10}\\
0 & I
\end{array}\right] \Theta^{-1}\left(\left[\begin{array}{c}
\Theta_{12} \\
\Theta_{22}
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right)\right\|_{\infty}<1 / \sqrt{2}
$$

Then $\hat{K}=\hat{U} \hat{V}^{-1}$ is also a stabilizing controller silch that $\left\|\mathcal{F}_{\ell}(G, \hat{K})\right\|_{\infty}<\gamma$.
Proof. Note that by Lemma 19.6, $K$ is an admis sible controller such that $\left\|T_{z w}\right\|_{\infty}<\gamma$ if and only if there exists a $Q \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|Q\|_{\alpha}<\gamma$ such that

$$
\left[\begin{array}{l}
U  \tag{19.11}\\
V
\end{array}\right]:=\left[\begin{array}{c}
\Theta_{11} Q+\Theta_{12} \\
\Theta_{21} Q+\Theta_{22}
\end{array}\right]=\Theta\left[\begin{array}{c}
Q \\
I
\end{array}\right]
$$

and

$$
K=U V^{-1}
$$

Hence, to show that $\hat{K}=\hat{U} \hat{V}^{-1}$ with $\hat{U}$ and $\dot{\imath}$ satisfying equation (19.10) is also a stabilizing controller such that $\left\|\mathcal{F}_{\ell}(G, \hat{K})\right\|_{\infty}<\gamma$, we need to show that there is another coprime factorization for $\hat{K}=U V^{-1}$ and a $Q \in \mathcal{R} \mathcal{H}_{\infty}$ with $\|Q\|_{\infty}<\gamma$ such that equation (19.11) is satisfied.

Define

$$
\Delta:=\left[\begin{array}{cc}
\gamma^{-1} I & 0 \\
0 & I
\end{array}\right] \Theta^{-1}\left(\left[\begin{array}{l}
\Theta_{12} \\
\Theta_{22}
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right)
$$

and partition $\Delta$ as

$$
\Delta:=\left[\begin{array}{c}
\Delta_{U} \\
\Delta_{V}
\end{array}\right]
$$

Then

$$
\left[\begin{array}{l}
\hat{U} \\
\hat{V}
\end{array}\right]=\left[\begin{array}{l}
\Theta_{12} \\
\Theta_{22}
\end{array}\right]-\Theta\left[\begin{array}{cc}
\gamma I & 0 \\
0 & I
\end{array}\right] \Delta=\Theta\left[\begin{array}{c}
-\gamma \Delta_{U} \\
I-\Delta_{V}
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
\hat{U}\left(I-\Delta_{V}\right)^{-1} \\
\hat{V}\left(I-\Delta_{V}\right)^{-1}
\end{array}\right]=\Theta\left[\begin{array}{c}
-\gamma_{\Delta} \Delta_{U}\left(I-\Delta_{V}\right)^{-1} \\
I
\end{array}\right]
$$

Define $U:=\hat{U}\left(I-\Delta_{V}\right)^{-1}, V:=\hat{V}\left(I-\Delta_{V}\right)^{-1}$ and $Q:=-\gamma \Delta_{U}\left(I-\Delta_{V}\right)^{-1}$. Then $U V^{-1}$ is another coprime factorization for $\hat{K}$. To show that $\hat{K}=U V^{-1}=\hat{U} \hat{V}^{-1}$ is a stabilizing controller such that $\left\|\mathcal{F}_{\ell}(G, \hat{K})\right\|_{\infty}<\gamma$, we need to show that $\left\|\gamma \Delta_{U}\left(I-\Delta_{V}\right)^{-1}\right\|_{\infty}<\gamma$, or equivalently $\left\|\Delta_{U}\left(I-\Delta_{V}\right)^{-1}\right\|_{\infty}<1$. Now

$$
\begin{aligned}
\Delta_{U}\left(I-\Delta_{V}\right)^{-1} & =\left[\begin{array}{cc}
I & 0
\end{array}\right] \Delta\left(I \cdots\left[\begin{array}{cc}
0 & I
\end{array}\right] \Delta\right)^{-1} \\
& =\mathcal{F}_{\ell}\left(\left[\begin{array}{cc}
0 & {\left[\begin{array}{cc}
I & 0
\end{array}\right]} \\
I / \sqrt{2} & {\left[\begin{array}{cc}
0 & I / \sqrt{2}
\end{array}\right]}
\end{array}\right], \sqrt{2} \Delta\right)
\end{aligned}
$$

and by Lemma $19.3\left\|\Delta_{U}\left(I-\Delta_{V}\right)^{-1}\right\|_{\infty}<1$ since

$$
\left[\begin{array}{cc}
0 & {\left[\begin{array}{cc}
I & 0
\end{array}\right]} \\
I / \sqrt{2} & {\left[\begin{array}{cc}
0 & I / \sqrt{2}
\end{array}\right]}
\end{array}\right]
$$

is a contraction and $\|\sqrt{2} \Delta\|_{\infty}<1$.

Similarly, we have the following theorem.
Theorem 19.8 Let $K_{0}=\tilde{\Theta}_{22}^{-1} \tilde{\Theta}_{21}$ be the central $\mathcal{H}_{\infty}$ controller such that $\left\|\mathcal{F}_{\ell}\left(G, K_{0}\right)\right\|_{\infty}<\gamma$ and let $\hat{\tilde{U}}, \hat{\tilde{V}} \in \mathcal{R} \mathcal{H}_{\infty}$ with $\operatorname{det} \hat{\tilde{V}}(\infty) \neq 0$ be such that

$$
\left\|\left(\left[\begin{array}{cc}
\tilde{\Theta}_{21} & \tilde{\Theta}_{22}
\end{array}\right]-\left[\begin{array}{cc}
\hat{\tilde{U}} & \hat{\tilde{V}}
\end{array}\right]\right) \tilde{\Theta}^{-1}\left[\begin{array}{cc}
\gamma^{-1} I & 0 \\
0 & I
\end{array}\right]\right\|_{\infty}<1 / \sqrt{2}
$$

Then $\hat{K}=\hat{\tilde{V}}^{-1} \hat{\tilde{U}}$ is also a stabilizing controller such that $\left\|\mathcal{F}_{\ell}(G, \hat{K})\right\|_{\infty}<\gamma$.
The above two theorems show that the sufficient conditions for $\mathcal{H}_{\infty}$ controller reduction problem are equivalent to frequency weighted $\mathcal{H}_{\infty}$ model reduction problems.

## $\mathcal{H}_{\infty}$ Controller Reduction Procedures

(i) Let $K_{0}=\Theta_{12} \Theta_{22}^{-1}\left(=\tilde{\Theta}_{22}^{-1} \tilde{\Theta}_{21}\right)$ be a suboptimal $\mathcal{H}_{\infty}$ central controller $(Q=0)$ such that $\left\|T_{z w}\right\|_{\infty}<\gamma$.
(ii) Find a reduced order controller $\hat{K}=\hat{U} \hat{V}^{-1}$ (or $\hat{\tilde{V}}^{-1} \hat{\tilde{U}}$ ) such that the following frequency weighted $\mathcal{H}_{\infty}$ error

$$
\left\|\left[\begin{array}{cc}
\gamma^{-1} I & 0 \\
0 & I
\end{array}\right] \Theta^{-1}\left(\left[\begin{array}{c}
\Theta_{12} \\
\Theta_{22}
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right)\right\|_{\infty}<1 / \sqrt{2}
$$

or

$$
\left\|\left(\left[\begin{array}{cc}
\tilde{\Theta}_{21} & \tilde{\Theta}_{22}
\end{array}\right]-\left[\begin{array}{cc}
\hat{\tilde{U}} & \hat{\tilde{V}}
\end{array}\right]\right) \tilde{\Theta}^{-1}\left[\begin{array}{cc}
\gamma^{-1} I & 0 \\
0 & I
\end{array}\right]\right\|_{\infty}<1 / \sqrt{2}
$$

(iii) The closed-loop system with the reduced order controller $\hat{K}$ is stable and the performance is maintained with the reduced order controller, i.e.,

$$
\left\|T_{z w}\right\|_{\infty}=\left\|\mathcal{F}_{\ell}(G, \hat{K})\right\|_{\infty}<\gamma
$$

### 19.3 Frequency-Weighted $\mathcal{L}_{\infty}$ Norm Approximations

We have shown in the previous sections that controller reduction problems are equivalent to frequency weighted model reduction problems. To that end, the frequency weighted balanced model reduction approach in Chapter 7 can be applied. In this section, we propose another method based on the frequency weighted Hankel norm approximation method.

Theorem 19.9 Let $W_{1}(s) \in \mathcal{R} \mathcal{H}_{\infty}^{-}$and $W_{2}(s) \subseteq \mathcal{R} \mathcal{H}_{\infty}^{-}$with minimal state space realizations

$$
W_{1}(s)=\left[\begin{array}{c|c}
A_{1 w} & B_{1 w} \\
\hline C_{1 w} & D_{1 w}
\end{array}\right], \quad W_{2}(s)=\left[\begin{array}{c|c}
A_{2 w} & B_{2 w} \\
\hline C_{2 w} & D_{2 w}
\end{array}\right]
$$

and let $G(s) \in \mathcal{R} \mathcal{H}_{\infty}$. Suppose that $\hat{G}_{1}(s)=\left[\begin{array}{c|c}\hat{A}_{1} & \hat{B}_{1} \\ \hline \hat{C}_{1} & \hat{D}_{1}\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ is an $r$-th order optimal Hankel norm approximation of $\left[W_{1} G W_{2}\right]_{+}$, i.e.,

$$
\hat{G}_{1}=\arg \inf _{\operatorname{deg} Q \leq r} \|\left[W_{1}\left(\cdot W_{2}\right]_{+}-Q \|_{H}\right.
$$

and assume

$$
\left[\begin{array}{cc}
A_{1 w}-\lambda I & B_{1 w} \\
C_{1 w} & D_{1 w}
\end{array}\right],\left[\begin{array}{cc}
A_{2 w}-\lambda I & B_{2 w} \\
C_{2 w} & D_{2 w}
\end{array}\right]
$$

have respectively full row rank and full column rank for all $\lambda=\lambda_{i}\left(\hat{A}_{1}\right), i=1, \ldots, r$. Then there exist matrices $X, Y, Q$, and $Z$ such that

$$
\begin{align*}
A_{1 w} X-X \hat{A}_{1}+B_{1 w} \zeta & =0  \tag{19.12}\\
C_{1 w} X+D_{1 w} \zeta & =\hat{C}_{1}  \tag{19.13}\\
Q A_{2 w}-\hat{A}_{1} Q+Z C_{2 w} & =0  \tag{19.14}\\
Q B_{2 w}+Z D_{2 w} & =\hat{B}_{1} \tag{19.15}
\end{align*}
$$

Furthermore, $G_{r}:=\left[\begin{array}{c|c}\hat{A}_{1} & Z \\ \hline Y & 0\end{array}\right]$ is the frequency weighted optimal Hankel norm approximation, i.e.,

$$
\inf _{\operatorname{deg} \hat{G} \leq r}\left\|W_{1}(G-\hat{G}) W_{2}\right\|_{H}=\left\|W_{1}\left(G-G_{r}\right) W_{2}\right\|_{H}=\sigma_{r+1}\left(\left[W_{1} G W_{2}\right]_{+}\right)
$$

Proof. We shall assume $W_{2}=I$ for simplicity. The general case can be proven similarly. Assume without loss of generality that $\hat{A}_{1}$ has a diagonal form

$$
\hat{A}_{1}=\operatorname{diag}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}\right]
$$

(The proof can be easily modified if $\hat{A}_{1}$ has a general Jordan canonical form). Partition $X, Y$, and $\hat{C}_{1}$ as

$$
X=\left[X_{1}, X_{2}, \ldots, X_{r}\right], \quad Y=\left[Y_{1}, Y_{2}, \ldots, Y_{r}\right], \quad \hat{C}_{1}=\left[\hat{C}_{11}, \hat{C}_{12}, \ldots, \hat{C}_{1 r}\right] .
$$

Then the equations (19.12) and (19.13) can be rewritten as

$$
\left[\begin{array}{cc}
A_{1 w}-\lambda_{i} I & B_{1 w} \\
C_{1 w} & D_{1 w}
\end{array}\right]\left[\begin{array}{c}
X_{i} \\
Y_{i}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\hat{C}_{1 i}
\end{array}\right], \quad i=1,2, \ldots, r .
$$

By the assumption, the matrix

$$
\left[\begin{array}{cc}
A_{1 w}-\lambda_{i} I & B_{1 w} \\
C_{1 w} & D_{1 w}
\end{array}\right]
$$

has full row rank for all $i$ and thus the existence of $X$ and $Y$ is guaranteed. Let

$$
\hat{W}_{1}=\left[\begin{array}{c|c}
A_{1 w} & -X \hat{B}_{1} \\
\hline C_{1 w} & -\hat{D}_{1}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}^{-}
$$

Then using equations (19.12) and (19.13), we get

$$
\begin{aligned}
W_{1} G_{r} & =\left[\begin{array}{cc|c}
A_{1 w} & B_{1 w} Y & 0 \\
0 & \hat{A}_{1} & \hat{B}_{1} \\
\hline C_{1 w} & D_{1 w} Y & 0
\end{array}\right]=\left[\begin{array}{cc|c}
A_{1 w} & A_{1 w} X-X \hat{A}_{1}+B_{1 w} Y & -X \hat{B}_{1} \\
0 & \hat{A}_{1} & \hat{B}_{1} \\
\hline C_{1 w} & C_{1 w} X+D_{1 w} Y & 0
\end{array}\right] \\
& =\left[\begin{array}{cc|c}
A_{1 w} & 0 & -X \hat{B}_{1} \\
0 & \hat{A}_{1} & \hat{B}_{1} \\
\hline C_{1 w} & \hat{C}_{1} & 0
\end{array}\right]=\hat{W}_{1}+\hat{G}_{1 .} .
\end{aligned}
$$

Using this expression, we have

$$
\begin{aligned}
\left\|W_{1}\left(G-G_{r}\right)\right\|_{t t} & =\left\|\left[W_{1} G\right]_{+}+\left[W_{1} G\right]_{-}-\hat{W}_{1}-\hat{G}_{1}\right\|_{H}=\left\|\left[W_{1} G\right]_{+}-\hat{G}_{1}\right\|_{H} \\
& =\sigma_{r+1}\left(\left[W_{1} G\right]_{+}\right) \leq \inf _{\operatorname{deg} \hat{G} \leq r}\left\|W_{1}(G-\hat{G})\right\|_{H} \leq\left\|W_{1}\left(G-G_{r}\right)\right\|_{H}
\end{aligned}
$$

Note that $Y=\hat{C}_{1}$ if $W_{1}=I, Z=\hat{B}_{1}$ if $W_{2}=I$, and the rank conditions in the above theorem are actually equivalent to the statements that the poles of $\hat{G}_{1}$ are not zeros of $W_{1}$ and $W_{2}$. These conditions will of course be satisfied automatically if $W_{1}(s)$ and $W_{2}(s)$ have all zeros in the right half plane. Numerical experience shows that if the weighted Hankel approximation is used to obtain an $\mathcal{L}_{\infty}$ norm approximation, then choosing $W_{1}(s)$ and $W_{2}(s)$ to have all poles and zeros in the right half plane may reduce the $\mathcal{L}_{\infty}$ norm approximation error significantly.

Corollary 19.10 Let $W_{1}(s) \in \mathcal{R} \mathcal{H}_{\infty}^{-}, W_{2}(s) \in \mathcal{R} \mathcal{H}_{\infty}^{-}$and $G(s) \in \mathcal{R} \mathcal{H}_{\infty}$. Then

$$
\inf _{\operatorname{deg} \hat{G} \leq r}\left\|W_{1}(G-\hat{G}) W_{2}\right\|_{\infty} \geq \inf _{\operatorname{deg} \hat{G} \leq r}\left\|W_{1}(G-\hat{G}) W_{2}\right\|_{H}=\sigma_{r+1}\left(\left[W_{1} G W_{2}\right]_{+}\right) .
$$

The lower bound in the above corollary is not necessarily achievable. To make the $\infty$ norm approximation error as small as possible, a suitable constant matrix $D_{r}$ should be chosen so that $\left\|W_{1}\left(G-\hat{G}-D_{r}\right) W_{2}\right\|_{\infty}$ is made as small as possible. This $D_{r}$ can usually be obtained using any standard convex: optimization algorithm. To further reduce the approximation error, the following optimization is suggested.

## Weighted $\mathcal{L}_{\infty}$ Model Reduction Procedures

Let $W_{1}$ and $W_{2}$ be any antistable transfer matrices with all zeros in the right half plane.
(i) Let

$$
\hat{G}_{1}=\left[\begin{array}{c|c}
\hat{A}_{1} & Z \\
\hline Y & 0
\end{array}\right]
$$

be a weighted optimal Hankel norm approximation of $G$.
(ii) Let the reduced order model $\hat{G}$ be parametcrized as

$$
\hat{G}(\theta)=\left[\begin{array}{c|c}
\hat{A}_{1} & B_{\theta} \\
\hline Y & D_{\theta}
\end{array}\right], \quad \text { or } \quad \hat{G}(\theta)=\left[\begin{array}{c|c}
\hat{A}_{1} & Z \\
\hline C_{\theta} & D_{\theta}
\end{array}\right] .
$$

(iii) Find $C_{\theta}$ (or $B_{\theta}$ ) and $D_{\theta}$ from the following convex optimization:

$$
\min _{\theta \in \mathbb{R}^{m}}\left\|W_{1}(G-\dot{C}(\theta)) W_{2}\right\|_{\infty}
$$

It is noted that the weighted Hankel singular values can be used to predict the approximation error and hence to determine the order of the reduced model as in the unweighted Hankel approximation problem although we do not have an explicit $\mathcal{L}_{\infty}$ norm error bound in the weighted case.

If the given $W_{1}$ and $W_{2}$ do not have all poles and zeros in the right half plane, factorizations must be performed first to obtain the equivalent $\bar{W}_{1}(s)$ and $\bar{W}_{2}(s)$ so that $\bar{W}_{1}(s)$ and $\bar{W}_{2}(s)$ have all poles and zeros in the right half plane and

$$
W_{1}^{\sim}(s) W_{1}(s)=\bar{W}_{1}^{\sim}(s) \bar{W}_{1}(s), \quad W_{2}(s) W_{2}^{\sim}(s)=\bar{W}_{2}(s) \bar{W}_{2}^{\sim}(s)
$$

Then we have

$$
\left\|W_{1}(G-\hat{G}) W_{2}\right\|_{\infty}=\left\|\bar{W}_{1}(G-\hat{G}) \bar{W}_{2}\right\|_{\infty}
$$

These factorizations can be easily done using Corollary 13.28 if $W_{1}$ and $W_{2}$ are stable and $W_{1}(\infty)$ and $W_{2}(\infty)$ have respectively full column rank and full row rank. For example, assume $W_{2}=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ with $D$ full row rank and $W_{2}(j \omega) W_{2}^{*}(j \omega)>0$ for all $\omega$. Then there is a $M(s)=\left[\begin{array}{c|c}A & B_{W} \\ \hline C_{W} & \left(D D^{*}\right)^{1 / 2}\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ such that $M^{-1}(s) \in \mathcal{R} \mathcal{H}_{\infty}$ and

$$
W_{2}(s) W_{2}^{\sim}(s)=M^{\sim}(s) M(s)
$$

where

$$
B_{W}=P C^{*}+B D^{*}, \quad C_{W}=\left(D D^{*}\right)^{-1 / 2}\left(C-B_{W}^{*} X\right)
$$

and

$$
\begin{gathered}
P A^{*}+A P+B B^{*}=0 \\
X A+A^{*} X+\left(C-B_{W}^{*} X\right)^{*}\left(D D^{*}\right)^{-1}\left(C-B_{W}^{*} X\right)=0
\end{gathered}
$$

Finally, take $\bar{W}_{2}(s)=M^{\sim}(s)$. Then $\bar{W}_{2}(s)$ has all the poles and zeros in the right half plane and

$$
\left\|W_{1}(G-\hat{G}) W_{2}\right\|_{\infty}=\left\|W_{1}(G-\hat{G}) \bar{W}_{2}\right\|_{\infty} .
$$

In the case where $W_{1}$ and $W_{2}$ are not necessarily stable, the following procedures can be applied to accomplish this task.

## Spectral Factorization Procedures

Let $W_{1} \in \mathcal{L}_{\infty}$ and $W_{2} \in \mathcal{L}_{\infty}$.
(i) Let $W_{1 n}:=W_{1}(-s)$ and $W_{2 n}:=W_{2 n}(-s)$.
(ii) Let $W_{1 n}=M_{1}^{-1} N_{1}$ and $W_{2 n}=N_{2} M_{2}^{-1}$ be respectively the left and right coprime factorizations such that $M_{1}$ and $M_{2}$ are inners. (This step can be done using Theorem 13.34.)
(iii) Perform the following spectral factorizations

$$
N_{1}^{\sim} N_{1}=V_{1}^{\sim} V_{1}, \quad N_{2} N_{2}^{\sim}=V_{2} V_{2}^{\sim}
$$

so that $V_{1}$ and $V_{2}$ have all zeros in the left half plane. (Corollary 13.23 may be used here if $N_{1}(\infty)$ has full column rank and $N_{2}(\infty)$ has full row rank. Otherwise, the factorization in Section 6.1 may be used to factor out the undesirable poles and zeros in the weights.)
(iv) Let $\bar{W}_{1}(s)=V_{1}(-s)$ and $\bar{W}_{2}(s)=V_{2}(-s)$.

We shall summarize the state space formulas for the above factorizations as a lemma.

Lemma 19.11 Let $W(s)=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right] \in \mathcal{L}_{\infty}$ bc a controllable and observable realization.
(a) Suppose $W^{\sim}(j \omega) W(j \omega)>0$ for all $\omega$ or $\left[\begin{array}{cc}1-j \omega & B \\ C & D\end{array}\right]$ has full column rank for all $\omega$. Let

$$
\begin{gathered}
Y=\operatorname{Ric}\left[\begin{array}{cc}
-A^{*} & -C^{*} C \\
0 & A
\end{array}\right] \geq 0 \\
X=\operatorname{Ric}\left[\begin{array}{cc}
-\left(A-B R^{-1} D^{*} C\right) & -B R^{-1} B^{*} \\
-C^{*}\left(I-D R^{-1} D^{*}\right) C & \left(A-B R^{-1} D^{*} C\right)^{*}
\end{array}\right] \geq 0
\end{gathered}
$$

with $R:=D^{*} D>0$. Then we have the following spectral factorization

$$
W^{\sim} W=\mathrm{r} \sim \sim \bar{W}
$$

where $\bar{W}, \bar{W}^{-1} \in \mathcal{R} \mathcal{H}_{\infty}^{-}$and

$$
\bar{W}=\left[\begin{array}{c|c}
A+Y C^{*} C & B+Y C^{*} D \\
\hline R^{-1 / 2}\left(D^{*} C-B^{*} X\right)(I+Y X)^{-1} & R^{1 / 2}
\end{array}\right]
$$

(b) Suppose $W(j \omega) W^{\sim}(j \omega)>0$ for all $\omega$ or $\left[\begin{array}{cc}1-j \omega & B \\ C & D\end{array}\right]$ has full row rank for all $\omega$. Let

$$
\begin{gathered}
X=\operatorname{Ric}\left[\begin{array}{cc}
-A & \cdots B B^{*} \\
0 & A^{*}
\end{array}\right] \geq 0 \\
Y=\operatorname{Ric}\left[\begin{array}{cc}
-\left(A-B D^{*} \tilde{R}^{-1} C\right)^{*} & -C^{*} \tilde{R}^{-1} C \\
-B\left(I-D^{*} \tilde{R}^{-1} D\right) B^{*} & \left(A-B D^{*} \tilde{R}^{-1} C\right)
\end{array}\right] \geq 0
\end{gathered}
$$

with $\tilde{R}:=D D^{*}>0$. Then we have the following spectral factorization

$$
W W^{\sim}=W \bar{W}^{\sim}
$$

where $\bar{W}, \bar{W}^{-1} \in \mathcal{R} \mathcal{H}_{\infty}^{-}$and

$$
\bar{W}=\left[\begin{array}{c|c}
A+B B^{*} X & (I+Y X)^{-1}\left(B D^{*}-Y C^{*}\right) \tilde{R}^{-1 / 2} \\
\hline C+D B^{*} X & \tilde{R}^{1 / 2}
\end{array}\right]
$$

### 19.4 An Example

We consider a four-disk control system studied by Enns [1984]. We shall set up the dynamical system in the standard linear fractional transformation form

$$
\begin{aligned}
\dot{x} & =A x+B_{1} w+B_{2} u \\
z & =\left[\begin{array}{c}
\sqrt{q_{1}} H \\
0
\end{array}\right] x+\left[\begin{array}{l}
0 \\
I
\end{array}\right] u \\
y & =C_{2} x+\left[\begin{array}{ll}
0 & I
\end{array}\right] w
\end{aligned}
$$

where $q_{1}=1 \times 10^{-6}, q_{2}=1$ and

$$
\begin{aligned}
& A=\left[\begin{array}{cccccccc}
-0.161 & -6.004 & -0.58215 & -9.9835 & -0.40727 & -3.982 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right] \quad B_{2}=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right] \\
& B_{1}=\left[\begin{array}{ll}
\sqrt{q_{2}} B_{2} & 0
\end{array}\right], H=\left[\begin{array}{llllllll}
0 & 0 & 0 & 0 & 0.55 & 11 & 1.32 & 18
\end{array}\right] \\
& C_{2}=\left[\begin{array}{llllllll}
0 & 0 & 6.4432 \times 10^{-3} & 2.3196 \times 10^{-3} & 7.1252 \times 10^{-2} & 1.0002 & 0.10455 & 0.99551
\end{array}\right] .
\end{aligned}
$$

The optimal $\mathcal{H}_{\infty}$ norm for $T_{z w}$ is $\gamma_{o p t}=1.1272$. We choose $\gamma=1.2$ to compute an 8th order suboptimal controller $K_{o}$. The coprime factorizations of $K_{o}$ are obtained using Lemma 19.6 as $K_{o}=\Theta_{12} \Theta_{22}^{-1}=\tilde{\Theta}_{22}^{-1} \tilde{\Theta}_{21}$. The controller is reduced using several methods and the results are listed in Table 19.2 where the following abbreviations are made:

UWA Unweighted additive reduction:

$$
\left\|K_{o}-\hat{K}\right\|_{\infty}
$$

UWRCF Unweighted right coprime factor reduction:

$$
\left\|\left[\begin{array}{l}
\Theta_{12} \\
\Theta_{22}
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right\|_{\infty}
$$

UWLCF Unweighted left coprime factor reduction:

$$
\left\|\left[\begin{array}{ll}
\tilde{\Theta}_{21} & \tilde{\Theta}_{22}
\end{array}\right]-\left[\begin{array}{cc}
\hat{\tilde{U}} & \hat{\tilde{V}}
\end{array}\right]\right\|_{\infty}
$$

SWA Stability weighted additive reduction:

$$
\left\|W_{a}\left(K_{o}-\hat{K}\right)\right\|_{\infty}
$$

SWRCF Stability weighted right coprime factor reduction:

$$
\left\|\left[\begin{array}{ll}
-\tilde{N}_{n} & \tilde{M}_{n}
\end{array}\right]\left(\left[\begin{array}{c}
\Theta_{12} \\
\Theta_{22}
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right)\right\|_{\infty}
$$

SWLCF Stability weighted left coprime factor reduction:

$$
\left\|\left(\left[\begin{array}{ll}
\tilde{\Theta}_{21} & \tilde{\Theta}_{22}
\end{array}\right]-\left[\begin{array}{cc}
\hat{\tilde{U}} & \hat{\tilde{V}}
\end{array}\right]\right)\left[\begin{array}{c}
-N_{n} \\
M_{n}
\end{array}\right]\right\|_{\infty}
$$

PWA Performance weighted additive reduction:

$$
\left\|W_{2}^{-1}\left(K_{o}-\hat{K}\right) W_{1}^{-1}\right\|_{\infty}
$$

PWRCF Performance weighted right coprime factor reduction:

$$
\left\|\left[\begin{array}{cc}
\gamma^{-1} I & 0 \\
0 & I
\end{array}\right] \Theta^{-1}\left(\left[\begin{array}{c}
\Theta_{12} \\
\Theta_{22}
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right)\right\|_{\infty}
$$

PWLCF Performance weighted left coprime factor reduction:

$$
\|\left(\left[\begin{array}{cc}
\tilde{\Theta}_{21} & \tilde{\Theta}_{22}
\end{array}\right]-\left[\begin{array}{cc}
\hat{\tilde{U}} & \hat{\tilde{V}}
\end{array}\right) \tilde{\Theta}^{-1}\left[\begin{array}{cc}
\gamma^{-1} I & 0 \\
0 & I
\end{array}\right] \|_{\infty}\right.
$$

$\begin{array}{ll}\text { B } & \text { Balance reduction with or without weighting } \\ \text { H/O } & \text { Hankel/convex optimization reduction with or without weighting }\end{array}$

| Order of $\hat{K}$ |  | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PWA | B | 1.196 | 1.196 | 1.199 | 1.197 | U | 4.99 | U | U |
|  | $\mathrm{H} / \mathrm{O}$ | 1.196 | 1.197 | 1.195 | 1.199 | 2.73 | 1.94 | U | U |
| PWRCF | B | 1.2 | 1.196 | 1.207 | 1.195 | 2.98 | 1.674 | U | U |
|  | $\mathrm{H} / \mathrm{O}$ | 1.196 | 1.198 | 1.196 | 1.199 | 2.036 | 1.981 | U | U |
| UWLCF | B | 1.197 | 1.196 | U | 1.197 | U | U | U | U |
|  | $\mathrm{H} / \mathrm{O}$ | 1.197 | 1.197 | 1.198 | 1.198 | 1.586 | 2.975 | 3.501 | U |
|  | B | U | 1.321 | U | U | U | U | U | U |
|  | $\mathrm{H} / \mathrm{O}$ | 23.15 | U | U | U | U | U | U | U |
|  | $\mathrm{H} / \mathrm{O}$ | 1.197 | 1.197 | 1.282 | 1.218 | U | U | U | U |
| UWLCF | B | 1.985 | 1.258 | 27.04 | 5.059 | U | U | U | U |
|  | $\mathrm{H} / \mathrm{O}$ | 5.273 | U | U | U | U | U | U | U |
|  | B | 1.327 | 1.199 | 2.27 | 1.47 | 23.5 | U | U | U |
|  | $\mathrm{H} / \mathrm{O}$ | 1.375 | 2.503 | 2.802 | 4.341 | 1.488 | 15.12 | 2.467 | U |
| SWRCF | B | 1.236 | 1.197 | 1.251 | 1.201 | 13.91 | 1.415 | U | U |
|  | $\mathrm{H} / \mathrm{O}$ | 2.401 | 1.893 | 1.612 | 1.388 | 2.622 | 3.527 | U | U |
| SWLCF | B | 1.417 | 1.217 | 48.04 | 3.031 | U | U | U | U |
|  | $\mathrm{H} / \mathrm{O}$ | 1.267 | 1.485 | 2.259 | 1.849 | 4.184 | 27.965 | 3.251 | U |

Table 19.2: $\mathcal{F}_{\ell}(G, \hat{K})$ with reduced order controller: U-closed-loop system is unstable

Table 19.3 lists the performance weighted right coprime factor reduction errors and their lower bounds obtained using Corollary 19.10. The $\epsilon$ in Table 19.3 is defined as

$$
\epsilon:=\left\|\left[\begin{array}{cc}
\gamma^{-1} I & 0 \\
0 & I
\end{array}\right] \Theta^{-1}\left(\left[\begin{array}{c}
\Theta_{12} \\
\Theta_{22}
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right)\right\|_{\infty}
$$

By Corollary $19.10, \epsilon \geq \sigma_{r+1}$ if the McMillan degree of $\left[\begin{array}{c}\hat{U} \\ \hat{V}\end{array}\right]$ is no greater than $r$.
Similarly, Table 19.4 lists the stability weighted right coprime factor reduction errors and their lower bounds obtained using Corollary 19.10. The $\epsilon_{s}$ and $\epsilon_{u}$ in Table 19.4 are defined as

$$
\begin{gathered}
\epsilon_{s}:=\left\|\left[\begin{array}{ll}
-\tilde{N}_{n} & \tilde{M}_{n}
\end{array}\right]\left(\left[\begin{array}{l}
\Theta_{12} \\
\Theta_{22}
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right)\right\|_{\infty} \\
\epsilon_{u}:=\left\|\left[\begin{array}{c}
\Theta_{12} \\
\Theta_{22}
\end{array}\right]-\left[\begin{array}{c}
\hat{U} \\
\hat{V}
\end{array}\right]\right\|_{\infty}
\end{gathered}
$$

| Order of $\hat{K}$ | $r$ | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lower bounds | $\sigma_{r+1}$ | 0.295 | 0.303 | 0.385 | 0.405 | 0.635 | 0.668 | 0.687 | 0.702 |
| $\epsilon$ | B | 1.009 | 0.626 | 4.645 | 0.750 | 71.8 | 6.59 | 127.2 | 2.029 |
|  | $\mathrm{H} / \mathrm{O}$ | 0.295 | 0.323 | 0.389 | 0.658 | 0.960 | 1 | 1 | 1 |

Table 19.3: PWRCF: $\epsilon$ and lower bounds

| Order of $\hat{K}$ | $r$ | 7 | 6 | 5 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Lower bounds of $\epsilon_{s}$ | $\sigma_{r+1}$ | $1.1 \times 10^{-6}$ | $1.2 \times 10^{-6}$ | $1.9 \times 10^{-6}$ | $1.9 \times 10^{-6}$ |
| $\epsilon_{s}$ | B | 0.8421 | 0.5048 | 2.5439 | 0.5473 |
|  | $\mathrm{H} / \mathrm{O}$ | 0.0001 | 0.2092 | 0.3182 | 0.3755 |
| $\epsilon_{u}$ | B | 254.28 | 9.7018 | 910.01 | 21.444 |
|  | $\mathrm{H} / \mathrm{O}$ | 185.9 | 30.85 | 305.3 | 15.38 |
| Order of $\hat{K}$ | $r$ | 3 | 2 | 1 | 0 |
| Lower bounds of $\epsilon_{s}$ | $\sigma_{r+1}$ | $9 \times 10^{-6}$ | $6.23 \times 10^{-5}$ | $1.66 \times 10^{-4}$ | $2.145 \times 10^{-4}$ |
| $\epsilon_{s}$ | B | 11.791 | 1.3164 | 9.1461 | 1.5341 |
|  | $\mathrm{H} / \mathrm{O}$ | 0.5403 | 0.7642 | 1 | 1 |
| $\epsilon_{u}$ | B | 2600.2 | 365.45 | 3000.6 | 383.277 |
|  | $\mathrm{H} / \mathrm{O}$ | 397.9 | 288.1 | 384.3 | 384.3 |

Table 19.4: SWRCF: $\epsilon_{s}$ and the corresponding $\epsilon_{u}$
where $\epsilon_{u}$ is obtained by taking the same $\hat{U}$ and $\hat{V}$ as in $\epsilon_{s}$, not from the unweighted model reduction.

Table 19.2 shows that performance weighted controller reduction methods work very well. In particular, the PWRCF and PWLCF are easy to use and effective and there is in general no preference of using either the right coprime method or left coprime method. Although some unweighted reduction methods and some stability weighted reduction methods do give reasonable results in some cases, their performances are very hard to predict. What is the worst is that the small approximation error for the reduction criterion may have little relevance to the closed-loop $\mathcal{H}_{\infty}$ performance. For example, Table 19.4 shows that the 7 -th order weighted approximation error $\epsilon_{s}$ using the Hankel/Optimization method is very small: however, the $\mathcal{H}_{\infty}$ performance is very far away from the desired level.

Although the unweighted right coprime factor reduction method gives very good results for this example, one should not be led to conclude that the unweighted right coprime factor method will work well in general. If this is true, then one can easily conclude that the unweighted left coprime factor method will do equally well by con-
sidering a dual problem. Of course, Table 19.2 shows that this is not true because the unweighted left coprime factor method does not give good results. The only reason for the good performance of the right coprime factor method for this example is the special data structure of this example, i.e., the relationship between the $B_{1}$ matrix and $B_{2}$ matrix:

$$
B_{1}=\left[\begin{array}{ll}
\sqrt{q_{2}} B_{2} & 0
\end{array}\right] .
$$

The interested reader may want to explore this special structure further.

### 19.5 Notes and References

The stability oriented controller reduction criterion is first proposed by Enns [1984]. The weighted and unweighted coprime factor controller reduction methods are proposed by Liu and Anderson [1986, 1990], Liu, Anderson, and Ly [1990], Anderson and Liu [1989], and Anderson [1993]. For normalized $\mathcal{H}_{\infty}$ controller, Mustafa and Glover [1991] have proposed a controller reduction method with a prior performance bounds. Normalized coprime factors have been used in McFarlane and Glover [1990] for controller order reductions in the $\mathcal{H}_{\infty}$ loop shaping set-up, and stronger results have been obtained in Vinnicombe [1993] for this situation using results on approximation in his variation of the gap metric. Lenz, Khargonekar and Doyle [1987] have also proposed another $\mathcal{H}_{\infty}$ controller reduction method with guaranteed performance for a class of $\mathcal{H}_{\infty}$ problems. The main results presented in this chapter are based on the work of Goddard and Glover [1993,1994].

We should note that a satisfactory solution to the general frequency weighted $\mathcal{L}_{\infty}$ norm model reduction problem remains unavailable and this problem has a crucial implication toward controller reduction with preserving closed-loop $\mathcal{H}_{\infty}$ performance as its objective. The frequency weighted Hankel norm approximation is considered in Latham and Anderson [1986], Hung and Glover [1986], and Zhou [1993]. The $\mathcal{L}_{\infty}$ model reduction procedures discussed in this chapter are due to Zhou [1993].


## Fixed Structure Controllers

In this chapter we focus on the problem of designing optimal controllers with controller structures restricted; for instance, the controller may be limited to be a state feedback or a constant output feedback or a fixed order dynamic controller. We shall be interested in deriving some explicit necessary conditions that an optimal fixed structure controller ought to satisfy. The fundamental idea is to formulate our optimal control problems as some constrained minimization problems. Then the first-order Lagrange multiplier necessary conditions for optimality are applied to derive our optimal controller formulae. Readers should keep in mind that our purpose here is to introduce the method, not to try to solve as many problems as possible. Hence, we will try to be concise but clear. In section 20.1, we will review some Lagrange multiplier optimization methods. Then these tools will be used in section 20.2 to solve a fixed order $\mathcal{H}_{2}$ optimal controller problem.

### 20.1 Lagrange Multiplier Method

In this section, we consider the constrained minimization problem. The results quoted below are standard and can be found in any references given at the end of the chapter.

Let $f(x):=f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}$ be a real valued function defined on a set $S \subset \mathbb{R}^{n}$. A point $x_{0} \in \mathbb{R}^{n}$ in $S$ is said to be a (global) minimum point of $f$ on $S$ if

$$
f(x) \geq f\left(x_{0}\right)
$$

for all points $x \in S$. A point $x_{0} \in S$ is said to be a local minimum point of $f$ on $S$ if there is a neighborhood $N$ of $x_{0}$ such that $f(x) \geq f\left(x_{0}\right)$ for all points $x \in N$.

We will be particularly interested in the case where the set $S$ is described by a set of functions, $h_{i}(x)=0, i=1,2, \ldots, m$ and $m<n$ or equivalently

$$
H(x):=\left[\begin{array}{llll}
h_{1}(x) & h_{2}(x) & \ldots & h_{m}(x)
\end{array}\right]=0
$$

Hence we will focus on the local necessary (and sufficient) conditions for the following problem:

$$
\left\{\begin{array}{l}
\text { minimize } f(x \vdots  \tag{20.1}\\
\text { subject to } H(x)=0 .
\end{array}\right.
$$

We shall assume that $f(x)$ and $h_{i}(x)$ are differentiable and denote

$$
\begin{gathered}
\nabla f(x):=\left[\begin{array}{c}
\frac{\partial f}{\partial x_{1}} \\
\frac{\partial f}{\partial x_{2}} \\
\vdots \\
\frac{\partial f}{\partial J_{n}}
\end{array}\right] \\
\nabla H(x):=\left[\begin{array}{llll}
\nabla h_{1}(x) & \nabla h_{2}(x) & \ldots & \nabla h_{m}(r)
\end{array}\right]=\left[\begin{array}{cccc}
\frac{\partial h_{1}}{\partial x_{1}} & \frac{\partial h_{2}}{\partial x_{1}} & \cdots & \frac{\partial h_{m}}{\partial x_{1}} \\
\frac{\partial h_{1}}{\partial x_{2}} & \frac{\partial h_{2}}{\partial x_{2}} & \cdots & \frac{\partial h_{m}}{\partial x_{2}} \\
\vdots & \vdots & & \vdots \\
\frac{\partial h_{1}}{\partial x_{n}} & \frac{\partial h_{2}}{\partial x_{n}} & \cdots & \frac{\partial h_{m}}{\partial x_{n}}
\end{array}\right] .
\end{gathered}
$$

Definition 20.1 A point $x_{0} \in \mathbb{R}^{n}$ satisfying the constraints $H\left(x_{0}\right)=0$ is said to be a regular point of the constraints if $\nabla H\left(x_{0}\right)$ has full column rank $(m)$; equivalently, let $\phi(x):=H(x) z$ for $z \in \mathbb{R}^{m}$, and then $\nabla \phi\left(x_{0}\right)=\nabla H\left(x_{0}\right) z=0$ has the unique solution $z=0$.

Theorem 20.1 Suppose that $x_{0} \in \mathbb{R}^{n}$ is a local minimum of the $f(x)$ subject to the constraints $H(x)=0$ and suppose further that $x_{0}$ is a regular point of the constraints. Then there exists a unique multiplier

$$
\Lambda=\left[\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\vdots \\
\lambda_{m}
\end{array}\right] \in \mathbb{R}^{m}
$$

such that, if we set $F(x)=f(x)+H(x) \Lambda$, then $\nabla F\left(x_{0}\right)=0$, i.e.,

$$
\nabla F\left(x_{0}\right)=\nabla f\left(x_{0}\right)+\nabla H\left(x_{0}\right) \Lambda=0
$$

In the case where the regular point conditions are either not satisfied or hard to verify, we have the following alternative.

Theorem 20.2 Suppose that $x_{0} \in \mathbb{R}^{n}$ is a local minimum of $f(x)$ subject to the constraints $H(x)=0$. Then there exists

$$
\left[\begin{array}{c}
\lambda_{0} \\
\Lambda
\end{array}\right] \in \mathbb{R}^{m+1}
$$

such that $\lambda_{0} \nabla f\left(x_{0}\right)+\nabla H\left(x_{0}\right) \Lambda=0$.
Remark 20.1 Although some second order necessary and sufficient conditions for local minimality can be given, they are usually not very useful in our applications for the reason that they are very hard to verify except in some very special cases. Furthermore, even if some sufficient conditions can be verified, it is still not clear whether the minima is global. It is a common practice in many applications that the first-order necessary conditions are used to derive some necessary conditions for the existence of a minima. Then find a solution (or solutions) from these necessary conditions and check if the solution(s) satisfies our objectives regardless of the solution(s) being a global minima or not.

In most of the control applications, constraints are given by a symmetric matrix function, and in this case, we have the following lemma.

Lemma 20.3 Let $T(x)=T(x)^{*} \in \mathbb{R}^{l \times l}$ be a symmetric matrix function and let $x_{0} \in \mathbb{R}^{n}$ be such that $T\left(x_{0}\right)=0$. Then $x_{0}$ is a regular point of the constraints $T(x)=T(x)^{*}=0$ if, for $P=P^{*} \in \mathbb{R}^{l \times l}, \nabla \operatorname{Trace}\left(T\left(x_{0}\right) P\right)=0$ has the unique solution $P=0$.

Proof. Since $T(x)=\left[t_{i j}(x)\right]$ is a symmetric matrix, $t_{i j}=t_{j i}$ and the effective constraints for $T(x)=0$ are given by the $l(l+1) / 2$ equations, $t_{i j}(x)=0$ for $i=1,2, \ldots, l$ and $i \leq j \leq l$. By definition, $x_{0}$ is a regular point for the effective constraints $\left(t_{i j}(x)=0\right.$ for $i=1,2, \ldots, l$ and $i \leq j \leq l)$ if the following equation has the unique solution $p_{i j}=0$ for $i=1,2, \ldots, l$ and $i \leq j \leq l$ :

$$
\psi\left(x_{0}\right):=\sum_{i=1}^{l} \nabla t_{i i} p_{i i}+\sum_{i=1}^{l} \sum_{j=i+1}^{l} 2 \nabla t_{i j} p_{j i}=0 .
$$

Now the result follows by defining $p_{i j}:=p_{j i}$ and by noting that $\psi\left(x_{0}\right)$ can be written as

$$
\psi\left(x_{0}\right)=\nabla\left(\sum_{i=1}^{t} \sum_{j=1}^{l} t_{i j} p_{j i}\right)=\nabla \operatorname{Trace}\left(T\left(x_{0}\right) P\right)
$$

with $P=P^{*}$.

Corollary 20.4 Suppose that $x_{0} \in \mathbb{R}^{n}$ is a local minimum of $f(x)$ subject to the constraints $T(x)=0$ where $T(x)=T(x)^{*} \in \mathbb{R}^{l \times l}$ and suppose further that $x_{0}$ is a regular
point of the constraints. Then there exists a unique multiplier $P=P^{*} \in \mathbb{R}^{l \times l}$ such that if we set $F(x)=f(x)+\operatorname{Trace}(T(x) P)$, then $\nabla I\left(x_{0}\right)=0$, i.e.,

$$
\nabla F\left(x_{0}\right)=\mathrm{V} f\left(x_{0}\right)+\mathrm{V} \operatorname{Trace}\left(T\left(x_{0}\right) P\right)=0
$$

In general, in the case where a local minimal point $x_{0}$ is not necessarily a regular point, we have the following corollary.
Corollary 20.5 Suppose that $x_{0} \in \mathbb{R}^{n}$ is a local minimum of $f(x)$ subject to the constraints $\mathrm{T}(\mathrm{x})=0$ where $\mathrm{T}(\mathrm{x})=\mathrm{T}(\mathrm{x})^{*} \in \mathbb{R}^{l \times l}$. Then there exist $0 \neq\left(\lambda_{0}, P\right) \in \mathbb{R} \times \mathbb{R}^{l \times l}$ with $\mathrm{P}=P^{*}$ such that

$$
\lambda_{0} \nabla f\left(x_{0}\right)+\mathrm{V} \operatorname{Trace}\left(T\left(x_{0}\right) P\right)=0 .
$$

Remark 20.2 We shall also note that the variable $\mathrm{x} \in \mathbb{R}^{n}$ may be more conveniently given in terms of a matrix $X \in \mathbb{R}^{k \times q}$, i.e., we have


Then

$$
\nabla F(x):=\left[\begin{array}{c}
\frac{\partial F(x)}{\partial x_{1]}} \\
\vdots \\
\frac{\partial F(x)}{\partial x_{k n}}
\end{array}\right]=0
$$

is equivalent to

$$
\frac{\partial F(x)}{\partial \tilde{X}}:=\left[\begin{array}{ccccc}
\frac{\partial F(x)}{\partial x_{11}} & \frac{\partial F(x)}{\partial x_{12}} & \cdots & \cdot & \frac{\partial F(x)}{\partial x_{1}} \\
\frac{\partial F(x)}{\partial x_{21}} & \frac{\partial F(x)}{\partial x_{22}} & \cdot & \frac{\partial F(x)}{\partial x_{2 q}} \\
\cdot & \cdot & & \\
\frac{\partial F(x)}{\partial x_{k 1}} & \frac{\partial F(x)}{\partial x_{k 2}} & \cdot & \cdot & \frac{\partial F(x)}{\partial x_{k q}}
\end{array}\right]=0 .
$$

This later expression will be used throughout in the sequel.
As an example, let us consider the following $\mathcal{H}_{2}$ norm minimization with constant state feedback: the dynamic system is given by

$$
\begin{aligned}
\dot{x} & =A x+B_{1} u+B_{2} u \\
z & =C_{1} x+D_{1:} u
\end{aligned}
$$

and the feedback $u=F x$ is chosen so that $A+B_{2} F$ is stable and

$$
J_{0}=\left\|T_{z w}\right\|_{2}^{2}
$$

is minimized. For simplicity, we shall assume that $D_{12}^{*} D_{12}=I$ and $D_{12}^{*} C_{1}=0$. It is routine to verify that $J_{0}=\operatorname{Trace}\left(B_{1} B_{1}^{*} X\right)$ where $X=X^{*} \geq 0$ satisfies

$$
T(X, F):=X\left(A+B_{2} F\right)+\left(A+B_{2} F\right)^{*} X+\left(C_{1}+D_{12} F\right)^{*}\left(C_{1}+D_{12} F\right)=0 .
$$

Hence the optimal control problem becomes a constrained minimization problem, and we can use the Lagrange multipliers method outlined above. (Note that in this case, the variable $x$ takes the form $x=\left[\begin{array}{c}\operatorname{Vec} X \\ \operatorname{Vec} F\end{array}\right]$ ). Let

$$
J(X, F):=J_{0}+\operatorname{Trace}(T(X, F) P)
$$

with $P=P^{*}$. We first verify the regularity conditions: the equation

$$
\nabla \operatorname{Trace}(T(X, F) P)=0
$$

or, equivalently,

$$
\left[\begin{array}{c}
\frac{\partial \operatorname{Trace}(T(X, F) P)}{\partial X} \\
\frac{\partial \operatorname{Trace}(T(X, F) P)}{\partial F}
\end{array}\right]=\left[\begin{array}{c}
P\left(A+B_{2} F\right)^{*}+\left(A+B_{2} F\right) P \\
2\left(B_{2}^{*} X+F\right) P
\end{array}\right]=0
$$

has a unique solution $P=0$ since $A+B_{2} F$ is assumed to be stable at the minimum point. Hence regularity conditions are satisfied. Now the necessary condition for local optimum can be applied:

$$
\begin{align*}
& \frac{\partial J(X, F)}{\partial X}=B_{1} B_{1}^{*}+P\left(A+B_{2} F\right)^{*}+\left(A+B_{2} F\right) P=0  \tag{20.2}\\
& \frac{\partial J(X, F)}{\partial F}=2\left(B_{2}^{*} X+F\right) P=0  \tag{20.3}\\
& \frac{\partial J(X, F)}{\partial P}=X\left(A+B_{2} F\right)+\left(A+B_{2} F\right)^{*} X+\left(C_{1}+D_{12} F\right)^{*}\left(C_{1}+D_{12} F\right)=0 \tag{20.4}
\end{align*}
$$

It should be pointed out that, in general, we cannot conclude from equation (20.3) that $B_{2}^{*} X+F=0$. Care must be exercised to arrive at such a conclusion. For example, if we assume that $B_{1}$ is square and nonsingular, then we know that if $F$ is such that $A+B_{2} F$ is stable, then $P>0$. Hence we have

$$
F=-B_{2}^{*} X,
$$

and we substitute this relation into equation (20.4) and get the familiar Riccati equation:

$$
X A+A^{*} X-X B_{2} B_{2}^{*} X+C_{1}^{*} C_{1}=0
$$

This Riccati equation has a stabilizing solution if $\left(A, B_{2}\right)$ is stabilizable and if $\left(C_{1}, A\right)$ has no unobservable modes on the imaginary axis. Indeed, in this case, the controller thus obtained is a global optimal control law.

### 20.2 Fixed Order Controllers

In this section, we shall use the Lagrange mult-plier method to derive some necessary conditions for a fixed-order controller that minimizes an $\mathcal{H}_{2}$ performance. We shall again consider a standard system setup

where the system $G$ is $n$-th order with a realiza ion given by

$$
G(s)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & 0 & D_{12} \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

For simplicity, we shall assume that
(i) $\left(A, B_{1}\right)$ is stabilizable and $\left(C_{1}, A\right)$ is detectable;
(ii) $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable;
(iii) $D_{12}^{*}\left[\begin{array}{ll}C_{1} & D_{12}\end{array}\right]=\left[\begin{array}{ll}0 & I\end{array}\right]$;
(iv) $\left[\begin{array}{c}B_{1} \\ D_{21}\end{array}\right] D_{21}^{*}=\left[\begin{array}{l}0 \\ I\end{array}\right]$.

We shall be interested in the following fixed order $\mathcal{H}_{2}$ optimal controller problem: given an integer $n_{c} \leq n$, find an $n_{c}-$ th order controller

$$
K=\left[\begin{array}{c|c}
A_{c} & B_{c} \\
\hline C_{c} & 0
\end{array}\right]
$$

that internally stabilizes the system $G$ and minimizes the $\mathcal{H}_{2}$ norm of the transfer matrix $T_{z w}$. For technical reasons, we will further assume that the realization of the controller is minimal, i.e., $\left(A_{c}, B_{c}\right)$ is controllable and $\left(C_{c} . A_{c}\right)$ is observable.

Suppose a such controller exists, and then the closed loop transfer matrix $T_{z w}$ can be written as

$$
T_{z w}=\left[\begin{array}{cc|c}
A & B_{2} C_{c} & B_{1} \\
B_{c} C_{2} & A_{c} & B_{c} D_{21} \\
\hline C_{1} & D_{12} C_{c} & 0
\end{array}\right]=:\left[\begin{array}{c|c}
\tilde{A} & \tilde{B} \\
\hline \tilde{C} & 0
\end{array}\right]
$$

with $\tilde{A}$ stable. Moreover,

$$
\begin{equation*}
\left\|T_{z w}\right\|_{2}^{2}=\operatorname{Trace}\left(\tilde{B} \tilde{B}^{*} \tilde{X}\right) \tag{20.5}
\end{equation*}
$$

where $\tilde{X}$ is the observability Gramian of $T_{z w}$ :

$$
\begin{equation*}
\tilde{X} \tilde{A}+\tilde{A}^{*} \tilde{X}+\tilde{C}^{*} \tilde{C}=0 \tag{20.6}
\end{equation*}
$$

Theorem 20.6 Suppose $\left(A_{c}, B_{c}, C_{c}\right)$ is a controllable and observable triple and $K=\left[\begin{array}{c|c}A_{c} & B_{c} \\ \hline C_{c} & 0\end{array}\right]$ internally stabilizes the system $G$ and minimizes the norm $T_{z w}$. Then there exist $n \times n$ nonnegative definite matrices $X, Y, \hat{X}$, and $\hat{Y}$ such that $A_{c}, B_{c}$, and $C_{c}$ are given by

$$
\begin{align*}
A_{c} & =\Gamma\left(A-B_{2} B_{2}^{*} X-Y C_{2}^{*} C_{2}\right) \Pi^{*}  \tag{20.7}\\
B_{c} & =\Gamma Y C_{2}^{*}  \tag{20.8}\\
C_{c} & =-B_{2}^{*} X \Pi^{*} \tag{20.9}
\end{align*}
$$

for some factorization

$$
\hat{Y} \hat{X}=\Pi^{*} M \Gamma, \quad \Gamma \Pi^{*}=I_{n_{c}}
$$

with $M$ positive-semisimple ${ }^{1}$ and such that with $\tau:=\Pi^{*} \Gamma$ and $\tau_{\perp}:=I_{n}-\tau$ the following conditions are satisfied:

$$
\begin{align*}
& 0=A^{*} X+X A-X B_{2} B_{2}^{*} X+\tau_{\perp}^{*} X B_{2} B_{2}^{*} X \tau_{\perp}+C_{1}^{*} C_{1}  \tag{20.10}\\
& 0=A Y+Y A^{*}-Y C_{2}^{*} C_{2} Y+\tau_{\perp} Y C_{2}^{*} C_{2} Y \tau_{\perp}^{*}+B_{1} B_{1}^{*}  \tag{20.11}\\
& 0=\left(A-Y C_{2}^{*} C_{2}\right)^{*} \hat{X}+\hat{X}\left(A-Y C_{2}^{*} C_{2}\right)+X B_{2} B_{2}^{*} X-\tau_{\perp}^{*} X B_{2} B_{2}^{*} X \tau_{\perp}  \tag{20.12}\\
& 0=\left(A-B_{2} B_{2}^{*} X\right) \hat{Y}+\hat{Y}\left(A-B_{2} B_{2}^{*} X\right)^{*}+Y C_{2}^{*} C_{2} Y-\tau_{\perp} Y C_{2}^{*} C_{2} Y \tau_{\perp}^{*}  \tag{20.13}\\
& \quad \operatorname{rank} \hat{X}=\operatorname{rank} \hat{Y}=\operatorname{rank} \hat{Y} \hat{X}=n_{c} .
\end{align*}
$$

Proof. The problem can be viewed as a constrained minimization problem with the objective function given by equation (20.5) and with constraints given by equation (20.6). Let $\tilde{Y}=\tilde{Y}^{*} \in \mathbb{R}^{\left(n+n_{c}\right) \times\left(n+n_{c}\right)}$ and denote

$$
J_{1}=\operatorname{Trace}\left\{\left(\tilde{X} \tilde{A}+\tilde{A}^{*} \tilde{X}+\tilde{C}^{*} \tilde{C}\right) \tilde{Y}\right\}
$$

Then

$$
\frac{\partial J_{1}}{\partial \tilde{X}}=\tilde{Y} \tilde{A}^{*}+\tilde{A} \tilde{Y}=0
$$

has the unique solution $\tilde{Y}=0$ since $\tilde{A}$ is assumed to be stable. Hence the regularity conditions are satisfied and the Lagrange multiplier method can be applied. Form the Lagrange function $J$ as

$$
J:=\operatorname{Trace}\left(\tilde{B} \tilde{B}^{*} \tilde{X}\right)+J_{1}
$$

[^19]and partition $\tilde{X}$ and $\tilde{Y}$ as
\[

\tilde{X}=\left[$$
\begin{array}{ll}
X_{11} & X_{12} \\
X_{12}^{*} & X_{22}
\end{array}
$$\right], \quad \tilde{Y}=\left[$$
\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{12}^{*} & Y_{22}
\end{array}
$$\right] .
\]

The necessary conditions for $\left(A_{c}, B_{c}, C_{c}\right)$ to be a local minima are

$$
\begin{align*}
& \frac{\partial J}{\partial A_{c}}=2\left(X_{12}^{*} Y_{12}+X_{22} Y_{22}\right)=0  \tag{20.14}\\
& \frac{\partial J}{\partial B_{c}}=2\left(X_{22} B_{c}+X_{12}^{*} Y_{11} C_{2}^{*}+X_{22} Y_{12}^{*} C_{2}^{*}\right)=0  \tag{20.15}\\
& \frac{\partial J}{\partial C_{c}}=2\left(B_{2}^{*} X_{11} Y_{12}+B_{2}^{*} X_{12} Y_{22}+C_{c} Y_{22}\right)=0  \tag{20.16}\\
& \frac{\partial J}{\partial \tilde{Y}}=\tilde{X} \tilde{A}+\tilde{A}^{*} \tilde{X}+\tilde{C}^{*} \tilde{C}=0  \tag{20.17}\\
& \frac{\partial J}{\partial \tilde{X}}=\tilde{Y} \tilde{A}^{*}+\tilde{A} \tilde{Y}+\tilde{B}^{*} \tilde{B}=0 . \tag{20.18}
\end{align*}
$$

It is clear that $\tilde{X} \geq 0$ and $\tilde{Y} \geq 0$ since $\tilde{A}$ is stable. Equations (20.17) and (20.18) can be written as

$$
\begin{align*}
& 0=X_{11} A+A^{*} X_{11}+X_{12} B_{c} C_{2}+C_{2}^{*} B_{c}^{*} X_{12}^{*}+C_{1}^{*} C_{1}  \tag{20.19}\\
& 0=X_{12} A_{c}+A^{*} X_{12}+X_{11} B_{2} C_{c}+C_{2}^{*} B_{c}^{*} X_{22}  \tag{20.20}\\
& 0=X_{22} A_{c}+A_{c}^{*} X_{22}+X_{12}^{*} B_{2} C_{c}+C_{c}^{*} B_{2}^{*} X_{12}+C_{c}^{*} C_{c}  \tag{20.21}\\
& 0=A Y_{11}+Y_{11} A^{*}+B_{2} C_{c} Y_{12}^{*}+Y_{12} C_{c}^{*} B_{2}^{*}+B_{1} B_{1}^{*}  \tag{20.22}\\
& 0=A Y_{12}+Y_{12} A_{c}^{*}+B_{2} C_{c} Y_{22}+Y_{11} C_{2}^{*} B_{c}^{*}  \tag{20.23}\\
& 0=A_{c} Y_{22}+Y_{22} A_{c}^{*}+B_{c} C_{2} Y_{12}+Y_{12}^{*} C_{2}^{*} B_{c}^{*}+B_{c} B_{c}^{*} . \tag{20.24}
\end{align*}
$$

For clarity, we shall present the proof in three steps:

1. $X_{22}>0$ and $Y_{22}>0$ : We show first that $X_{22}>0$. Since $\tilde{X} \geq 0$, we have $X_{22} \geq 0$ and $X_{22} X_{22}^{+} X_{12}^{*}=X_{12}^{*}$ by Lemma 2.16. Hence equation (20.21) can be written as

$$
0=X_{22}\left(A_{c}+X_{22}^{+} X_{12}^{*} B_{2} C_{c}\right)+\left(A_{c}+X_{22}^{+} X_{12}^{*} B_{2} C_{c}\right)^{*} X_{22}+C_{c}^{*} C_{c}
$$

Since $\left(C_{c}, A_{c}\right)$ is observable by assumption, $\left(C_{c}, A_{c}+X_{22}^{+} X_{12}^{*} B_{2} C_{c}\right)$ is also observable. Now it follows from the Lyapunov theorem (Lemma 3.18) that $X_{22}>0$. $Y_{22}>0$ follows by a similar argument.
2. formula for $A_{c}, B_{c}, C_{c}, \Gamma$, and $\Pi$ : given $X_{22}>0$ and $Y_{22}>0$, we define

$$
\begin{align*}
\Gamma & :=-X_{22}^{-1} X_{12}^{*}  \tag{20.25}\\
\Pi & :=Y_{22}^{-1} Y_{12}^{*}  \tag{20.26}\\
\tau & :=\Pi^{*} \Gamma \tag{20.27}
\end{align*}
$$

$$
\begin{align*}
\hat{X} & :=X_{12} X_{22}^{-1} X_{12}^{*} \geq 0  \tag{20.28}\\
\hat{Y} & :=Y_{12} Y_{22}^{-1} Y_{12}^{*} \geq 0  \tag{20.29}\\
X & :=X_{11}-X_{12} X_{22}^{-1} X_{12}^{*}  \tag{20.30}\\
Y & :=Y_{11}-Y_{12} Y_{22}^{-1} Y_{12}^{*} . \tag{20.31}
\end{align*}
$$

Then it follows from equation (20.14) that

$$
\Gamma \Pi^{*}=I
$$

and $\tau^{2}=\Pi^{*} \Gamma \Pi^{*} \Gamma=\Pi^{*} \Gamma=\tau$. It also follows from $\tilde{X} \geq 0$ and $\tilde{Y} \geq 0$ that $X \geq 0$ and $Y \geq 0$. Moreover, from equation (20.14), we have

$$
n_{c}=\operatorname{rank} X_{22} \leq \operatorname{rank} X_{12} \leq n_{c}
$$

This implies that rank $X_{12}=n_{c}=\operatorname{rank} Y_{12}$ and

$$
\operatorname{rank} \hat{X}=\operatorname{rank} X_{12}=n_{\mathrm{c}}=\operatorname{rank} \hat{Y}=\operatorname{rank} \hat{Y} \hat{X}
$$

The product of $\hat{Y} \hat{X}$ can be factored as

$$
\hat{Y} \hat{X}=\Pi^{*}\left(-Y_{12}^{*} X_{12}\right) \Gamma=\Pi^{*} Y_{22} X_{22} \Gamma,
$$

and

$$
M:=Y_{22} X_{22}=Y_{22}^{1 / 2}\left(Y_{22}^{1 / 2} X_{22} Y_{22}^{1 / 2}\right) Y_{22}^{-1 / 2}
$$

is a positive semisimple matrix.
Using these formulae in equations (20.15) and (20.16), we get

$$
\begin{aligned}
B_{c} & =-\left(X_{22}^{-1} X_{12}^{*} Y_{11}+Y_{12}^{*}\right) C_{2}^{*}=\left(\Gamma Y_{11}-\left(\Gamma \Pi^{*}\right) Y_{12}^{*}\right) C_{2}^{*} \\
& =\Gamma\left(Y_{11}-\Pi^{*} Y_{12}^{*}\right) C_{2}^{*} \\
& =\Gamma Y C_{2}^{*}
\end{aligned}
$$

and

$$
\begin{aligned}
C_{c} & =-B_{2}^{*}\left(X_{11} Y_{12} Y_{22}^{-1}+X_{12}\right)=-B_{2}^{*}\left(X_{11}+X_{12} \Gamma\right) \Pi^{*} \\
& =-B_{2}^{*} X \Pi^{*}
\end{aligned}
$$

The formula for $A_{c}$ follows from (20.24)- $\Gamma \times(20.23)$ and some algebra.
3. Equations for $X, Y, \hat{X}$, and $\hat{Y}$ : Equations (20.12) and (20.13) follow by substituting $A_{c}, B_{c}$, and $C_{c}$ into $(20.20) \times \Gamma$ and $(20.23) \times \Pi$ and by using the fact that $\hat{X}=\tau \hat{X}$ and $\hat{Y}=\tau \hat{Y}$. Finally, equations (20.10) and (20.11) follow from equations (20.19) and (20.22) with some tedious algebra.

Remark 20.3 It is interesting to note that if the full order controller $n_{c}=n$ is considered, then we have $\tau=I$ and $\tau_{\perp}=0$. In that case, equations (20.10) and (20.11) become standard $\mathcal{H}_{2}$ Riccati equations:

$$
\begin{aligned}
& 0=A^{*} X+X A-X B_{2} B_{2}^{*} X+C_{1}^{*} C_{1} \\
& 0=A Y+Y A^{*}-Y C_{2}^{*} C_{2} Y+B_{1} B_{1}^{*}
\end{aligned}
$$

Moreover, there exist unique stabilizing solutions $X \geq 0$ and $Y \geq 0$ to these two Riccati equations such that $A-B_{2} B_{2}^{*} X$ and $A-Y C_{2}^{*} C_{2}$ are stable. Using these facts, we get that equations (20.12) and (20.13) have unique solutions:

$$
\begin{aligned}
\hat{X} & =\int_{0}^{\infty} e^{\left(A-Y C_{2}^{*} C_{2}\right)^{*} t} X B_{2} B_{2}^{*} X e^{\left(A-Y C_{2}^{*} C_{2}\right) t} d t \geq 0 \\
\hat{Y} & =\int_{0}^{\infty} e^{\left(A-B_{2} B_{2}^{*} X\right) t} Y C_{2}^{*} C_{2} Y e^{\left(A-B_{2} B_{2}^{*} X\right)^{*} t} d t \geq 0
\end{aligned}
$$

It is a fact that $\hat{X}$ is nonsingular iff ( $B_{2}^{*} X, A \cdots Y C_{2}^{*} C_{2}$ ) is observable and that $\hat{Y}$ is nonsingular iff $\left(A-B_{2} B_{2}^{*} X, Y C_{2}^{*}\right)$ is controllable, or equivalently iff

$$
K_{o}:=\left[\begin{array}{c|c}
A-B_{2} B_{2}^{*} X-Y C_{2}^{*} C_{2} & Y C_{2}^{*} \\
\hline-B_{2}^{*} X & 0
\end{array}\right]
$$

is controllable and observable. (Note that $K_{o}$ is known to be the optimal $\mathcal{H}_{2}$ controller from Chapter 14). Furthermore, if $\hat{X}$ and $\hat{Y}$ are nonsingular, we can indeed find $\Gamma$ and $\Pi$ such that $\Gamma \Pi^{*}=I_{n}$. In fact, in this case, $\Gamma$ and $\Pi$ are both square and $\Gamma=\left(\Pi^{*}\right)^{-1}$. Hence, we have

$$
\begin{aligned}
K & =\left[\begin{array}{c|c}
A_{c} & B_{c} \\
\hline C_{c} & 0
\end{array}\right]=\left[\begin{array}{c|c}
\Gamma\left(A-B_{2} B_{2}^{*} X-Y C_{2}^{*} C_{2}\right) \Gamma^{-1} & \Gamma Y C_{2}^{*} \\
\hline-B_{2}^{*} X \Gamma^{-1} & 0
\end{array}\right] \\
& =\left[\begin{array}{c|c}
A-B_{2} B_{2}^{*} X-Y C_{2}^{*} C_{2} & Y C_{2}^{*} \\
\hline-B_{2}^{*} X & 0
\end{array}\right]=K_{o}
\end{aligned}
$$

i.e., if $\hat{X}$ and $\hat{Y}$ are nonsingular or, equivalently, if optimal controller $K_{o}$ is controllable and observable as we assumed, then Theorem 20.6 generates the optimal controller. However, in general, $K_{o}$ is not necessarily minimal; hence Theorem 20.6 will not be applicable.

It is possible to derive some similar results to Theorem 20.6 without assuming the minimality of the optimal controller by using pseudo-inverse in the derivations, but that, in general, is much more complicated. An alternetive solution to this dilemma would be simply by direct testing: if a given $n_{c}$ does not zenerate a controllable and observable controller, then lower $n_{c}$ and try again.

Remark 20.4 We should also note that although we have the necessary conditions for a reduced order optimal controller, it is generally hard to solve these coupled equations although some ad hoc homotopy algorithm might be used to find a local minima.

Remark 20.5 This method can also be used to derive the $\mathcal{H}_{\infty}$ results presented in the previous chapters. The interested reader should consult the references for details. It should be pointed out that this method suffers a severe deficiency: global results are hard to find due to the lack of convexity in general. Hence even if a fixed-order controller can be found, it may not be optimal.

### 20.3 Notes and References

Optimization using the Lagrange multiplier can be found in any standard optimization textbook. In particular, the book by Hestenes [1975] contains the finite dimensional case, and the one by Luenberger [1969] contains both finite and infinite dimensional cases. The Lagrange multiplier method has been used extensively by Hyland and Bernstein [1984], Bernstein and Haddard [1989], and Skelton [1988] in control applications. Theorem 20.6 was originally shown in Hyland and Bernstein [1984].


## Discrete Time Control

In this chapter we discuss discrete time Riccati equations and some of their applications in discrete time control. A simpler form of a Riccati equation is the so-called Lyapunov equation. Hence we will start from the solutions of a discrete Lyapunov equation ${ }^{1}$ which are given in section 21.2. Section 21.3 presents the basic property of a Riccati equation solution as well as the necessary and sufficient conditions for the existence of a solution to the LQR problem related Riccati equation. Various different characterizations of a bounded real transfer matrix are presented in section 21.4. The key is the relationship between the existence of a solution to a Riccati equation and the norm bound of a stable transfer matrix. Section 21.5 collects some useful matrix function factorizations and characterizations. In particular, state space criteria are stated (mostly without proof) for a transfer matrix to be inner, for the existence of coprime factorizations, innerouter factorizations, normalized coprime factorizations, and spectral factorizations. The discrete time $\mathcal{H}_{2}$ optimal control will be considered briefly in Section 21.7. Finally, the discrete time balanced model reduction is considered in section 21.8 and 21.9.

### 21.1 Discrete Time Systems

In this section, we summarize some basic results for discrete time linear systems. Let a finite dimensional linear shift invariant system be described by the following linear constant coefficient difference equations:

$$
x(k+1)=A x(k)+B u(k), \quad x(0)=x_{0}
$$

[^20]$$
y(k)=C x(k)+D_{u}(k)
$$

The corresponding transfer matrix from $u$ to $y$ in defined as

$$
Y(z)=G(z) C^{\prime}(z)
$$

where $U(z)$ and $Y(z)$ are the $\mathcal{Z}$-transform of $u(k)$ and $y(k)$ with zero initial condition $(x(0)=0)$. Hence, we have

$$
G(z)=C(z I-A)^{-1} B+D .
$$

The dynamical system is said to be stable in discrete time if $\rho(A)<1$. Similar to continuous time case, we have the following reachability and observability results.

Theorem 21.1 The following are equivalent:
(i) $(A, B)$ is reachable.
(ii) The reachability matrix

$$
\mathcal{C}=\left[\begin{array}{lllll}
B & A B & A^{2} B & \ldots & A^{n-1} B
\end{array}\right]
$$

has full row rank or, in other words, $\langle A \mid \operatorname{Im} B\rangle:=\sum_{i=1}^{n} \operatorname{Im}\left(A^{i-1} B\right)=\mathbb{R}^{n}$.
(iii) The matrix $[A-\lambda I, B]$ has full row rank for all $\lambda$ in $\mathbb{C}$.
(iv) Let $\lambda$ and $x$ be any eigenvalue and any corresponding left eigenvector of $A$, i.e., $x^{*} A=x^{*} \lambda$, then $x^{*} B \neq 0$.
(v) The eigenvalues of $A+B F$ can be freely assigned (with the restriction that complex eigenvalues are in conjugate pairs) by a suitable choice of $F$.

Theorem 21.2 The following are equivalent:
(i) $(A, B)$ is stabilizable.
(ii) The matrix $[A-\lambda I, B]$ has full row rank for all $|\lambda| \geq 1$.
(iii) For all $\lambda$ and $x$ such that $x^{*} A=x^{*} \lambda$ and $|\lambda| \geq 1, x^{*} B \neq 0$.
(iv) There exists a matrix $F$ such that $A+B F$ is stable.

Theorem 21.3 The following are equivalent:
(i) $(C, A)$ is observable.
(ii) The observability matrix

$$
\mathcal{O}=\left[\begin{array}{c}
C \\
C A \\
C A^{2} \\
\vdots \\
C A^{n-1}
\end{array}\right]
$$

has full column rank or $\bigcap_{i=1}^{n} \operatorname{Ker}\left(C A^{i-1}\right)=0$.
(iii) The matrix $\left[\begin{array}{c}A-\lambda I \\ C\end{array}\right]$ has full column rank for all $\lambda$ in $\mathbb{C}$.
(iv) Let $\lambda$ and $y$ be any eigenvalue and any corresponding right eigenvector of $A$, i.e., $A y=\lambda y$, then $C y \neq 0$.
(v) The eigenvalues of $A+L C$ can be freely assigned (with the restriction that complex eigenvalues are in conjugate pairs) by a suitable choice of $L$.
(vi) $\left(A^{*}, C^{*}\right)$ is reachable.

Theorem 21.4 The following are equivalent:
(i) $(C, A)$ is detectable.
(ii) The matrix $\left[\begin{array}{c}A-\lambda I \\ C\end{array}\right]$ has full column rank for all $|\lambda| \geq 1$.
(iii) For all $\lambda$ and $x$ such that $A x=\lambda x$ and $|\lambda| \geq 1, C x \neq 0$.
(iv) There exists a matrix $L$ such that $A+L C$ is stable.
(v) $\left(A^{*}, C^{*}\right)$ is stabilizable.

Similarly, we say an eigenvalue of $A, \lambda$, is reachable (observable) if $x^{*} B \neq 0(C x \neq 0)$ for all left (right) eigenvectors of $A$ associated with $\lambda$, i.e., $x^{*} A=\lambda x^{*}(A x=\lambda x)$ and $0 \neq x \in \mathbb{C}^{n}$. Otherwise, $\lambda$ is said to be unreachable (unobservable).

### 21.2 Discrete Lyapunov Equations

Let $A, B$, and $Q$ be real matrices with appropriate dimensions, and consider the following linear equation:

$$
\begin{equation*}
A X B-X+Q=0 \tag{21.1}
\end{equation*}
$$

Lemma 21.5 The equation (21.1) has a unique solution if and only if $\lambda_{i}(A) \lambda_{j}(B) \neq 1$ for all $i, j$.

Proof. Analogous to the continuous case.

Remark 21.1 If $\lambda_{i}(A) \lambda_{j}(B)=1$ for some $i, j$, then the equation (21.1) has either no solution or more than one solution depending on the specific data given. If $B=A^{*}$ and $\mathrm{Q}=Q^{*}$, then the equation is called the discrete Lyapunov equation.

The following results are analogous to the corresponding continuous time cases, so they will be stated without proof.

Lemma 21.6 Let $Q$ be a symmetric matrix and consider the following Lyapunov equation:

$$
A X A^{*}-X+Q=0
$$

1. Suppose that $A$ is stable, and then the following statements hold:
(a) $X=\sum_{i=0}^{\infty} A^{i} Q\left(A^{*}\right)^{i}$ and $X \geq 0$ if $Q \geq \mathbf{0}$.
(b) if $Q \geq 0$, then $(Q, A)$ is observable iff $X>0$.
2. Suppose that $X$ is the solution of the Lyapunov equation; then
(a) $\left|\lambda_{i}(A)\right| \leq 1$ if $\mathrm{X}>0$ and $\mathrm{Q} \geq 0$.
(b) $A$ is stable if $X \geq 0, Q \geq 0$ and $(Q, A)$ is detectable.

### 21.3 Discrete Riccati Equations

This section collects some basic results on the discrete Riccati equations. So the presentation of this section and the sections to follow will be very much like the corresponding sections in Chapter 13. Just as the continuous time Riccati equations play the essential roles in continuous $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ theories, the discrete time Riccati equations play the essential roles in discrete time $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ theories.

Let a matrix $S \in \mathbb{R}^{2 n \times 2 n}$ be partitioned into four $n \times \mathbf{n}$ blocks as

$$
S:=\left[\begin{array}{ccc}
4 & 1 & \\
S_{21} & S_{23}
\end{array}\right]
$$

and let $J=\left[\begin{array}{cc}0 & -I \\ I & 0\end{array}\right] \in \mathbb{R}^{2 n \times 2 n}$; then S is called simplectic if $J^{-1} S^{*} J=S^{-1}$. A simplectic matrix has no eigenvalues at the origin. and, furthermore, it is easy to see that if $\lambda$ is an eigenvalue of a simplectic matrix S , then $\bar{\lambda}, 1 / \lambda$, and $1 / \bar{\lambda}$ are also eigenvalues of $S$.

If $S_{22}$ is assumed to be invertible then the simplectic matrix, S , is necessarily of the form.

$$
S \cdot=\left[\begin{array}{ccc}
4 & +G\left(A^{*}\right)^{-1} Q & -G\left(A^{*}\right)^{-1}  \tag{21.2}\\
-\left(A^{*}\right)^{-1} Q & \left(A^{*}\right)^{-1}
\end{array}\right]
$$

where $A$ is invertible, $\mathrm{Q}=Q^{*}$, and $\mathrm{G}=\mathrm{G}^{*}$.
Assume that $S$ has no eigenvalues on the unit circle. Then it must have n eigenvalues in $|z|<1$ and $n$ in $|z|>1$. Consider the two n-dimensional spectral subspaces X -(S) and $\mathrm{X}+(\mathrm{S})$ : the former is the invariant subspace corresponding to eigenvalues in $|z|<1$, and the latter corresponds to eigenvalues in $|z|>1$. After finding a basis for $\mathcal{X}_{-}(S)$, stacking the basis vectors up to form a matrix, and partitioning the matrix, we get

$$
\mathcal{X}_{-}(S)=\mathrm{I}\left[\mathrm{a}_{T_{2}}\right]
$$

where $T_{1}, T_{2} \in \mathbb{R}^{n \times n}$. If $T_{1}$ is nonsingular or, equivalently, if the two subspaces

$$
\mathrm{X}-(\mathrm{S}), \quad \operatorname{Im}\left[\begin{array}{l}
0 \\
I
\end{array}\right]
$$

are complementary, we can set $\mathrm{X}:=T_{2} T_{1}^{-1}$. Then X is uniquely determined by $S$, i.e., $S \mapsto \mathrm{X}$ is a function which will be denoted $\operatorname{Ric}$; thus, $\mathrm{X}=\operatorname{Ric}(S)$. As in the continuous time case, we make the following definition.

Definition 21.1 The domain of Ric, denoted by $\operatorname{dom}(R i c)$, consists of all $(2 n \times 2 n)$ simplectic matrices $S$ such that $S$ has no eigenvalues on the unit circle and the two subspaces $\mathcal{X}_{-}(S)$ and $\operatorname{Im}\left[\begin{array}{l}0 \\ \mathrm{I}\end{array}\right]$ are complementary.

Theorem 21.7 Let $S$ be defined in (21.2) and suppose $S \in \operatorname{dom}(\operatorname{Ric})$ and $X=\operatorname{Ric}(S)$. Then
(a) $X$ is unique and symmetric;
(b) $I+\mathrm{XG}$ is invertible and X satisfies the algebraic Riccati equation

$$
\begin{equation*}
A^{*} X A-X-A^{*} X G(I+X G)-X A+Q=0 \tag{21.3}
\end{equation*}
$$

(c) $A=G(I+X G)^{-1} X A=(I+G X)^{-1} A$ is stable.

Note that the discrete Riccati equation in (21.3) can also be written as

$$
A^{*}(I+X G)^{-1} X A-X+Q=0
$$

Remark 21.2 In the case that $A$ is singular, all results presented in this chapter will still be true if the eigenvalue problem of $S$ is replaced by the following generalized eigenvalue problem:

$$
\lambda\left[\begin{array}{cc}
I & G \\
0 & A^{*}
\end{array}\right]-\left[\begin{array}{cc}
A & 0 \\
-Q & I
\end{array}\right]
$$

and $\mathcal{X}_{-}(S)$ is taken to be the subspace spanned by the generalized principal vectors corresponding to those generalized eigenvalues in $|z|<1$. Here the generalized principal vectors corresponding to a generalized eigenvalue $\lambda$ are referred to the set of vectors $\left\{x_{1}, \ldots, x_{k}\right\}$ satisfying

$$
\begin{aligned}
{\left[\begin{array}{cc}
A & 0 \\
-Q & I
\end{array}\right] x_{1} } & =\lambda\left[\begin{array}{cc}
I & G \\
0 & A^{*}
\end{array}\right] x_{1} \\
\left(\left[\begin{array}{cc}
A & 0 \\
-Q & I
\end{array}\right]-\lambda\left[\begin{array}{cc}
I & G \\
0 & A^{*}
\end{array}\right]\right) x_{i} & =\left[\begin{array}{cc}
I & G \\
0 & A^{*}
\end{array}\right] x_{i-1}, \quad i=2, \ldots, k
\end{aligned}
$$

See Van Dooren [1981] and Arnold and Laub [1984] for details.
Proof. (a): Since $S \in \operatorname{dom}(\mathrm{Ric}), \exists T=\left[\begin{array}{l}T_{1} \\ T_{2}\end{array}\right]$ such that

$$
\mathcal{X}_{-}(S)=\operatorname{Im}\left[\begin{array}{l}
T_{1} \\
T_{2}
\end{array}\right]
$$

and $T_{1}$ is invertible. Let $X:=T_{2} T_{1}^{-1}$, then

$$
\mathcal{X}_{-}(S)=\operatorname{Im}\left[\begin{array}{l}
T_{1} \\
T_{2}
\end{array}\right]=\operatorname{Im}\left[\begin{array}{c}
I \\
X
\end{array}\right] T_{1}=\operatorname{Im}\left[\begin{array}{c}
I \\
X
\end{array}\right]
$$

Obviously, $X$ is unique since

$$
\operatorname{Im}\left[\begin{array}{c}
I \\
X_{1}
\end{array}\right]=\operatorname{Im}\left[\begin{array}{c}
I \\
X_{2}
\end{array}\right]
$$

iff $X_{1}=X_{2}$. Now let us show that $X$ is symmetric. Since

$$
\begin{equation*}
X T_{1}=T_{2} \tag{21.4}
\end{equation*}
$$

pre-multiply by $T_{1}^{*}$ to get

$$
T_{1}^{*} X T_{1}=T_{1}^{*} T_{2}
$$

We only need to show that $T_{1}^{*} T_{2}$ is symmetric.
Since $\mathcal{X}_{-}(S)$ is a stable invariant subspace, there is a stable $n \times n$ matrix $S_{-}$such that

$$
\begin{equation*}
S T=T S_{-} \tag{21.5}
\end{equation*}
$$

Pre-multiply by $S_{-}^{*} T^{*} J$ and note that $S^{*} J S=J$ we get

$$
\left(S_{-}^{*} T^{*} J\right) T S_{-}=\left(S_{-}^{*} T^{*} J\right) S T=\left(S_{-}^{*} T^{*}, J S T=T^{*} S^{*} J S T=T^{*} J T\right.
$$

$$
S_{-}^{*}\left(T^{*} J T\right) S_{-}-T^{*} J T=0
$$

This is a Lyapunov equation and $S_{-}$is stable. Hence there is a unique solution

$$
T^{*} J T=0
$$

i.e.,

$$
T_{2}^{*} T_{1}=T_{1}^{*} T_{2}
$$

Thus we have $X=X^{*}$ since $T_{1}$ is nonsingular.
(b): To show that $X$ is the solution of the Riccati equation, we note that equation (21.5) can be written as

$$
S\left[\begin{array}{c}
I  \tag{21.6}\\
X
\end{array}\right]=\left[\begin{array}{c}
I \\
X
\end{array}\right] T_{1} S_{-} T_{1}^{-1}
$$

Pre-multiply (21.6) by $\left[\begin{array}{ll}-X & I\end{array}\right]$ to get

$$
\left[\begin{array}{ll}
-X & I
\end{array}\right] S\left[\begin{array}{l}
I \\
X
\end{array}\right]=0
$$

Equivalently, we get

$$
\begin{equation*}
-X A+(I+X G)\left(A^{*}\right)^{-1}(X-Q)=0 \tag{21.7}
\end{equation*}
$$

We now show that $I+X G$ is invertible. Suppose $I+X G$ is not invertible, then $\exists v \in \mathbb{R}^{n}$ such that

$$
\begin{equation*}
v^{*}(I+X G)=0 \tag{21.8}
\end{equation*}
$$

Pre-multiply (21.7) by $v^{*}$, and we get $v^{*} X A=0$. Since $A$ is assumed to be invertible, it follows that $v^{*} X=0$. This, in turn, implies $v=0$ by (21.8). Hence $I+X G$ is invertible and the equation (21.7) can be written as

$$
A^{*}(I+X G)^{-1} X A-X+Q=0
$$

This is the Riccati equation (21.3).
(c): To show that $X$ is the stabilizing solution, pre-multiply (21.6) by $\left[\begin{array}{ll}I & 0\end{array}\right]$ to get

$$
A+G\left(A^{*}\right)^{-1} Q-G\left(A^{*}\right)^{-1} X=T_{1} S_{-} T_{1}^{-1}
$$

The above equation can be simplified by using Riccati equation to get

$$
(I+G X)^{-1} A=T_{1} S_{-} T_{1}^{-1}
$$

which is stable.

Remark 21.3 Let $\mathcal{X}_{+}(S)=\operatorname{Im}\left[\begin{array}{c}\tilde{T}_{1} \\ \tilde{T}_{2}\end{array}\right]$ and suppose that $\tilde{T}_{1}$ is nonsingular. Then the Riccati equation has an anti-stabilizing solution $\tilde{X}=\tilde{T}_{2} \tilde{T}_{1}^{-1}$ such that $(I+G \tilde{X})^{-1} A$ is antistable.

Lemma 21.8 Suppose that $G$ and $Q$ are positive semi-definite and that $S$ has no eigenvalues on unit circle. Let $\mathcal{X}_{-}(S)=\operatorname{Im}\left[\begin{array}{l}T_{1} \\ T_{2}\end{array}\right]$; then $T_{1}^{*} T_{2} \geq 0$.

Proof. Let $T=\left[\begin{array}{c}T_{1} \\ T_{2}\end{array}\right]$ and $S_{-}$be such that

$$
\begin{equation*}
S T=T S_{-} \tag{21.9}
\end{equation*}
$$

and $S_{-}$has all eigenvalues inside of the unit disc. Let

$$
U_{k}=T S_{-}^{k}, k=0 \quad 1, \ldots
$$

Then $U_{k+1}=S U_{k}$ with $U_{0}=T$. Defining $V=\left[\begin{array}{ll}0 & I \\ 0 & 0\end{array}\right]$, we get $T_{1}^{*} T_{2}=U_{0}^{*} V U_{0}$. Further define

$$
\begin{aligned}
Y_{k} & :=-U_{k}^{*} V U_{k}+U_{0}^{*} V U_{0} \\
& =-\sum_{i=0}^{k-1}\left(U_{i+1}^{*} V U_{i+1}-U_{i}^{*} V U_{i}\right) \\
& =-\sum_{i=0}^{k-1} U_{i}^{*}\left(S^{*} V S-V\right) U_{i} .
\end{aligned}
$$

Now

$$
S^{*} V S-V=\left[\begin{array}{cc}
I & -Q \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
-Q & 0 \\
0 & -A^{-1} G\left(A^{*}\right)^{-1}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
Q & I
\end{array}\right] \leq 0
$$

since $G$ and $Q$ are assumed to be positive semi-definite. So $Y_{k} \geq 0$ for all $k \geq 0$. Note that $U_{k} \rightarrow 0$ as $k \rightarrow \infty$ since $S_{-}$has all eigenvalues inside the unit disc. Therefore $T_{1}^{*} T_{2}=\lim _{k \rightarrow \infty} Y_{k} \geq 0$.

Lemma 21.9 Suppose that $G$ and $Q$ are positive semi-definite. Then $S \in \operatorname{dom}($ Ric) iff $(A, G)$ is stabilizable and $S$ has no eigenvalues on the unit circle.

Proof. The necessary part is obvious. We now show that the stabilizability of $(A, G)$ and $S$ having no eigenvalues on the unit circle are, in fact, sufficient. To show this, we only need to show that $T_{1}$ is nonsingular, i.e. Ker $T_{1}=0$. First, it is claimed that $\operatorname{Ker} T_{1}$ is $S_{-}$-invariant. To prove this, let $x \in \operatorname{Ker} T_{1}$. Rewrite (21.9) as

$$
\begin{align*}
\left(A+G\left(A^{*}\right)^{-1} Q\right) T_{1}-G\left(A^{*}\right)^{-1} T_{2} & =T_{1} S_{-}  \tag{21.10}\\
-\left(A^{*}\right)^{-1} Q T_{1}+\left(A^{*}\right)^{-1} T_{2} & =T_{2} S_{-} \tag{21.11}
\end{align*}
$$

Substitute (21.11) into (21.10) to get

$$
\begin{equation*}
A T_{1}-G T_{2} S_{-}=T_{1} S_{-} \tag{21.12}
\end{equation*}
$$

and pre-multiply the above equation by $x^{*} S_{-}^{*} T_{2}^{*}$ and post-multiply $x$ to get

$$
-x^{*} S_{-}^{*} T_{2}^{*} G T_{2} S_{-} x=x^{*} S_{-}^{*} T_{2}^{*} T_{1} S_{-} x
$$

According to Lemma $21.8 T_{2}^{*} T_{1} \geq 0$, we have

$$
G T_{2} S_{-} x=0
$$

This in turn implies that $T_{1} S_{-} x=0$ from (21.12). Hence Ker $T_{1}$ is invariant under $S_{-}$.
Now to prove that $T_{1}$ is nonsingular, suppose on the contrary that Ker $T_{1} \neq 0$. Then $\left.S_{-}\right|_{\text {Ker } T_{1}}$ has an eigenvalue, $\lambda$, and a corresponding eigenvector, $x$ :

$$
\begin{equation*}
S_{-} x=\lambda x \tag{21.13}
\end{equation*}
$$

$$
|\lambda|<1, \quad 0 \neq x \in \operatorname{Ker} T_{1} .
$$

Post-multiply (21.11) by $x$ to get

$$
\left(A^{*}\right)^{-1} T_{2} x=T_{2} S_{-} x=\lambda T_{2} x
$$

Now if $T_{2} x \neq 0$, then $1 / \bar{\lambda}$ is an eigenvalue of $A$ and, furthermore, $0=G T_{2} S_{-} x=\lambda G T_{2} x$, so $G T_{2} x=0$, which is contradictory to the stabilizability assumption of $(A, G)$. Hence we must have $T_{2} x=0$. But this would imply $\left[\begin{array}{c}T_{1} \\ T_{2}\end{array}\right] x=0$, which is impossible.

Lemma 21.10 Let $G$ and $Q$ be positive semi-definite matrices and

$$
S=\left[\begin{array}{cc}
A+G\left(A^{*}\right)^{-1} Q & -G\left(A^{*}\right)^{-1} \\
-\left(A^{*}\right)^{-1} Q & \left(A^{*}\right)^{-1}
\end{array}\right]
$$

Then $S$ has no eigenvalues on the unit circle iff $(A, G)$ has no unreachable modes and $(Q, A)$ has no unobservable modes on the unit circle.

Proof. $(\Leftarrow)$ Suppose, on the contrary, that $S$ lias an eigenvalue $e^{j \theta}$. Then

$$
S\left[\begin{array}{l}
x \\
y
\end{array}\right]=e^{j \theta}\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

for some $\left[\begin{array}{l}x \\ y\end{array}\right] \neq 0$, i.e.,

$$
\begin{aligned}
\left(A+G\left(A^{*}\right)^{-1} Q\right) x-G\left(A^{*}\right)^{-1} y & =e^{j \theta} x \\
-\left(A^{*}\right)^{-1} Q x+\left(A^{*}\right)^{-1} y & =e^{j \theta} y .
\end{aligned}
$$

Multiplying the second equation by $G$ and adding it to the first one give

$$
\begin{align*}
A x-e^{j \theta} G y & =e^{j \theta} x  \tag{21.14}\\
-Q x+y & =e^{j \theta} A^{*} y . \tag{21.15}
\end{align*}
$$

Pre-multiplying equation (21.14) by $e^{-j \theta} y^{*}$ and equation (21.15) by $x^{*}$ yield

$$
\begin{aligned}
e^{-j \theta} y^{*} A x & =y^{*} G y+y^{*} x \\
-x^{*} Q x+x^{*} y & =e^{\theta} x^{*} A^{*} y
\end{aligned}
$$

Thus

$$
-y^{*} G y-x^{*} Q x=0
$$

It follows that

$$
\begin{aligned}
y^{*} G & =0 \\
Q x & =0
\end{aligned}
$$

Substitute these relationships into (21.14) and (21.15) to get

$$
\begin{aligned}
A x & =e^{i \theta} x \\
e^{j \theta} A^{*} y & =y
\end{aligned}
$$

Since $x$ and $y$ cannot be zero simultaneously, $e^{i \theta}$ is either an unobservable mode of $(Q, A)$ or an unreachable mode of $(A, G)$, a contradiction.
$(\Rightarrow)$ : Suppose that $S$ has no eigenvalue on the unit circle but $e^{j \theta}$ is an unobservable mode of $(Q, A)$ and $x$ is a corresponding eigenvector. Then it is easy to verify that

$$
S\left[\begin{array}{l}
x \\
0
\end{array}\right]=e^{j \theta}\left[\begin{array}{l}
x \\
0
\end{array}\right]
$$

so $e^{j \theta}$ is an eigenvalue of $S$, again a contradiction. The case for $(A, G)$ having unreachable mode on the unit circle can be proven similarly.

Theorem 21.11 Let $G$ and $Q$ be positive semi-definite matrices and

$$
S=\left[\begin{array}{cc}
A+G\left(A^{*}\right)^{-1} Q & -G\left(A^{*}\right)^{-1} \\
-\left(A^{*}\right)^{-1} Q & \left(A^{*}\right)^{-1}
\end{array}\right]
$$

Then $S \in \operatorname{dom}($ Ric $)$ iff $(A, G)$ is stabilizable and $(Q, A)$ has no unobservable modes on the unit circle. Furthermore, $X=\operatorname{Ric}(S) \geq 0$ if $S \in \operatorname{dom}($ Ric $)$ and $X>0$ if and only if $(Q, A)$ has no unobservable stable modes.

Proof. Let $\mathrm{Q}=C^{*} C$ for some matrix C . The first half of the theorem follows from Lemmas 21.9 and 21.10. Now rewrite the discrete Riccati equation as

$$
\begin{equation*}
A^{*}(I+X G)^{-1} X(I+G X)^{-1} A-X+A^{*} X(I+G X)^{-2} G X A+C^{*} C=0 \tag{21.16}
\end{equation*}
$$

and note that by definition $(I+G X)^{-1} A$ is stable and $A^{*} X(I+G X)^{-2} G X A+C^{*} C \geq 0$. Thus $X \geq 0$ by Lyapunov theorem. To show that the kernel of $X$ has the refereed property, suppose $x \in \operatorname{Ker} X$, pre-multiply (21.16) by $x^{*}$, and post-multiply by $x$ to get

$$
\begin{equation*}
X A x=0, C x=0 \tag{21.17}
\end{equation*}
$$

This implies that $\operatorname{Ker} X$ is an A -invariant subspace. If $\operatorname{Ker} X \neq 0$, then there is an $0 \neq x \in \operatorname{Ker} X$, so $\mathrm{Cx}=0$, such that $A x=\mathrm{Xx}$. But for $\mathrm{x} \in \operatorname{Ker} X,(I+G X)^{-1} A x=$ $\lambda(I+G X)^{-1} x=\lambda x$, so $|\lambda|<1$ since $(\mathrm{I}+G X)^{-1} A$ is stable. Thus $\lambda$ is an unobservable stable mode of $(\mathrm{Q}, A)$.

On the other hand, suppose that $|\lambda|<1$ is a stable unobservable mode of $(Q, A)$. Then there exists a $x \in \mathbb{C}^{n}$ such that $A x=X x$ and $C x=0$; do the same pre- and postmultiplications on (21.16) as before to get

$$
|\lambda|^{2} x^{*}(X G+I)^{-1} X x-\mathrm{x} * \mathrm{Xx}=0
$$

This can be rewritten as

$$
x^{*} X^{1 / 2}\left[|\lambda|^{2}\left(I+X^{1 / 2} G X^{1 / 2}\right)^{-1} \quad I\right] X^{1 / 2} x=0
$$

Now $\mathrm{X} \geq 0, \mathrm{G} \geq 0$, and $|\lambda|<1$ imply that $|\lambda|^{2}\left(I+X^{1 / 2} G X^{1 / 2}\right)^{-1}-I<0$. Hence $\mathrm{Xx}=0$, i.e., X is singular.

Lemma 21.12 Suppose that $D$ has full column rank and let $R=D^{*} D>0$; then the following statements are equivalent:
(i) $\left[\begin{array}{cc}A-e^{j \theta} I & B \\ C & D\end{array}\right]$ has full column rank for all $\theta \in[0,2 \pi]$.
(ii) $\left(\left(I-D R^{-1} D^{*}\right) C, A-B R^{-1} D^{*} C\right)$ has no unobservable modes on the unit circle, or, equivalently, $\left(D_{\perp}^{*} C, A-B R^{-1} D^{*} C\right)$ has no unobservable modes on the unit circle.

Proof. Suppose $e^{j \theta}$ is an unobservable mode of $\left(\left(\mathrm{I}-D R^{-1} D^{*}\right) C, A-B R^{-1} D^{*} C\right)$; then there is an $\mathrm{x} \neq 0$ such that

$$
\left(A-B R^{-1} D^{*} C\right) x=e^{j \theta} x, \quad\left(I-D R^{-1} D^{*}\right) C x=0
$$

i.e.,

$$
\left[\begin{array}{cc}
A-e^{j \theta} I & B \\
C & D
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
{[ } & -R^{-1} D^{*} C I
\end{array}\right]\left[\begin{array}{l}
x \\
0
\end{array}\right]=0
$$

But this implies that

$$
\left[\begin{array}{cc}
A-e^{j \theta} I & B  \tag{21.18}\\
C & D
\end{array}\right]
$$

does not have full column rank. Conversely, suppose that (21.18) does not have full column rank for some $\theta$; then there exists $\left[\begin{array}{l}u \\ v\end{array}\right] \neq 0$ such that

$$
\left[\begin{array}{cc}
A-e^{j \theta} I & B \\
C & D
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=0
$$

Now let

$$
\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
-R^{-1} D^{*} C & I
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

Then

$$
\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
R^{-1} D^{*} C & I
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right] \neq 0
$$

and

$$
\begin{gather*}
\left(A-B R^{-1} D^{*} C-e^{j \theta} I\right) x+B y=0  \tag{21.19}\\
\left(I \quad D R^{-1} D^{*}\right) C x-D y=0 \tag{21.20}
\end{gather*}
$$

Pre-multiply (21.20) by $D^{*}$ to get $\mathrm{y}=0$. Then we have

$$
\left(A-B R^{-1} D^{*} C\right) x=e^{j \theta} x, \quad\left(I-D R^{-1} D^{*}\right) C x=0
$$

i.e., $e^{j \theta}$ is an unobservable mode of $\left(\left(I=D R^{-1} D^{*}\right) C, A=B R^{-1} D^{*} C\right)$.

Corollary 21.13 Suppose that $D$ has full column rank and denote $R=D^{*} D>0$. Let S have the form

$$
S=\left[\begin{array}{cc}
E+G\left(E^{*}\right)^{-1} Q-G\left(E^{*}\right)^{-1} \\
-\left(E^{*}\right)^{-1} Q & \left(E^{*}\right)^{-1}
\end{array}\right]
$$

where $E=A-B R^{-1} D^{*} C, G=B R^{-1} B^{*}, Q=C^{*}\left(I-D R^{-1} D^{*}\right) C$, and $E$ is assumed to be invertible. Then $S \in \operatorname{dom}($ Ric $)$ iff $(A, B)$ is stabilizable and $\left[\begin{array}{cc}A-e^{j \theta} I & B \\ C & D\end{array}\right]$ has full column rank for all $\theta \in[0,2 \pi]$. Furthermore. $\mathrm{X}=\operatorname{Ric}(S) \geq 0$.

Note that the Riccati equation corresponding to the simplectic matrix in Corollary 21.13 is

$$
E^{*} X E \quad X-E^{*} X G(I+X G)^{-1} X E+Q=0
$$

This equation can also be written as

$$
A^{*} X A-X-\left(B^{*} X A+D^{*} C\right)^{*}\left(D^{*} D+B^{*} X B\right)^{-1}\left(B^{*} X A+D^{*} C\right)+C^{*} C=\mathbf{0}
$$

### 21.4 Bounded Real Functions

Let a real rational transfer matrix be given by

$$
M(z)=\left[\begin{array}{l|l}
A & B \\
\hline C & D
\end{array}\right]
$$

where again $A$ is assumed to be nonsingular and the realization is assumed to have no unreachable and no unobservable modes on the unit circle. Note again that all results hold for $A$ singular case with the same modification as in the last section. Define $\mathrm{M}^{\prime \prime}(\mathrm{z}):=M^{T}\left(z^{-1}\right)$. Then

$$
M^{\sim}(z)=\left[\begin{array}{c|c}
\left(A^{*}\right)^{-1} & -\left(A^{*}\right)^{-1} C^{*} \\
\hline B^{*}\left(A^{*}\right)^{-1} & D^{*}-B^{*}\left(A^{*}\right)^{-1} C^{*}
\end{array}\right] .
$$

Lemma 21.14 Let $M(z)\left[\begin{array}{c|c}A & B \\ \hline C & 0\end{array}\right] \in \mathcal{R} \mathcal{L}_{\infty}$ and let $S$ be a simplectic matrix dejined by

$$
S:=\left[\begin{array}{cc}
A-B B^{*}\left(A^{*}\right)^{-1} C^{*} C & B B^{*}\left(A^{*}\right)^{-1} \\
-\left(A^{*}\right)^{-1} C^{*} C & \left(A^{*}\right)^{-1}
\end{array}\right] .
$$

Then the following statements are equivalent:
(i) $\|M(z)\|_{\infty}<1$;
(ii) $S$ has no eigenvalues on the unit circle and $\left\|C(I-A)^{-1} B\right\|<1$.

Proof. It is easy to compute that

$$
\left[I=M^{\sim}(z) M(z)\right]^{-1}=\left[\begin{array}{cc|c}
A-B B^{*}\left(A^{*}\right)^{-1} C^{*} C & -B B^{*}\left(A^{*}\right)^{-1} & B \\
\left(A^{*}\right)^{-1} C^{*} C & \left(A^{*}\right)^{-1} & 0 \\
\hline-B^{*}\left(A^{*}\right)^{-1} C^{*} C & -B^{*}\left(A^{*}\right)^{-1} & I
\end{array}\right]
$$

It is claimed that $\left[I-M^{\sim}(z) M(z)\right]^{-1} \mathrm{~h}$ as no unreachable and/or unobservable modes on the unit circle.

To show that, suppose that $\lambda=e^{j \theta}$ is an unr achable mode of $\left[\mathrm{I}-M^{\sim}(z) M(z)\right]^{-1}$. Then $\exists q=\left[\begin{array}{l}q_{1} \\ q_{2}\end{array}\right] \in \mathbb{C}^{2 n}$ such that

$$
q^{*}\left[\begin{array}{cc}
A-B B^{*}\left(A^{*}\right)^{-1} C^{*} C & -B B^{*}\left(A^{*}\right)^{-1} \\
\left(A^{*}\right)^{-1} C^{*} C & \left(A^{*}\right)^{-1}
\end{array}\right]=e^{j \theta} q^{*}, q^{*}\left[\begin{array}{l}
B \\
0
\end{array}\right]=0
$$

Hence $q_{1}^{*} B=0$ and

$$
\left[q_{1}^{*} A+q_{2}^{*}\left(A^{*}\right)^{-1} C^{*} C q_{2}^{*}\left(A^{*}\right)^{-1}\right]=e^{j \theta}\left[\begin{array}{ll}
q_{1}^{*} & q_{2}^{*}
\end{array}\right]
$$

There are two possibilities:

1. $q_{2} \neq 0$. Then we have $q_{2}^{*}\left(A^{*}\right)^{-1}=e^{j \theta} q_{2}^{*}$, i $饣$., $A q_{2}=e^{-j \theta} q_{2}$. This implies $e^{-j \theta}$ is an eigenvalue of $\boldsymbol{A}$. This is a contradiction since $M(z) \in \mathcal{R} \mathcal{L}_{\infty}$.
2. $q_{2}=0$. Then $q_{1}^{*} A=e^{j \theta} q_{1}^{*}$, which again $\mathrm{im}_{\mathrm{I}}$ lies that $M(z)$ has a mode on the unit circle if $q_{1} \neq 0$, again a contradiction.
Similar proof can be done for observability, hence the claim is true.
Now note that

$$
S=\left[\begin{array}{ll}
-\boldsymbol{I} & \\
& \boldsymbol{I}
\end{array}\right]\left[\begin{array}{ccc}
\boldsymbol{A}-B B^{*}\left(A^{*}\right)^{-1} C^{*} C-B B^{*}\left(A^{*}\right)^{-1} \\
\left(A^{*}\right)^{-1} C^{*} C & \left(A^{*}\right)^{-1}
\end{array}\right]\left[\begin{array}{c}
-I \\
\end{array}\right.
$$

Hence $S$ does not have eigenvalues on the unit ircle. It is clear that we have already proven that $S$ has no eigenvalues on the unit circle iff $\left(I=M^{\sim} M\right)^{-1} \in \mathcal{R} \mathcal{L}_{\infty}$. So it is sufficient to show that

$$
\|M(z)\|_{\infty}<1 \Leftrightarrow\left(I-M^{\sim} M\right)^{-1} ध \mathcal{R} \mathcal{L}_{\infty} \text { and }\|M(1)\|<1
$$

It is obvious that the right hand side is necessary To show that it is also sufficient, suppose $\|M(z)\|_{\infty} \geq 1$, then $\sigma_{\max }\left(M\left(e^{j \theta}\right)\right)=1$ for some $\theta \in[0,2 \pi]$, since $\sigma_{\max }(M(1))<1$ and $M\left(e^{j \theta}\right)$ is continuous in $\theta$. This implies that 1 is an eigenvalue of $M^{*}\left(e^{-j \theta}\right) M\left(e^{j \theta}\right)$, s o $I=M^{*}\left(e^{-j \theta}\right) M\left(e^{j \theta}\right)$ s singular. This contradicts to $\left(I \rightarrow M^{\sim} M\right)^{-1} \in \mathcal{R} \mathcal{L}_{\infty}$.

In the above Lemma, we have assumed that the transfer matrix is strictly proper. We shall now see how to handle non-strictly proper case. For that purpose we shall focus our attention on the stable system, and wo shall give an example below to show why this restriction is sometimes necessary for the technique to work.

We first note that $\mathcal{H}_{\infty}$-norm of a stable syste $n$ is defined as

$$
\left.\|M(z)\|_{\infty}=\sup _{|: z| \geq 1} \bar{\sigma}^{\prime} M(z)\right)
$$

Then it is clear that $\|M(z)\|_{\infty} \geq \bar{\sigma}(M(\infty))=\|L\|$. Thus in particular if $\|M(z)\|_{\infty}<1$ then $\boldsymbol{I}=D^{*} D>0$.

On the other hand, if a function is only know $u$ to be in $\mathcal{R} \mathcal{L}_{\infty}$, the above condition may not be true if the system is not stable.

Example 21.1 Let $0<\alpha<1 / 2$ and let

$$
M_{1}(z)=4 \approx 2=\left[\begin{array}{c|c}
1 / \alpha & \alpha \\
\hline \mathbb{1} & \mathbf{1}
\end{array}\right] \in \operatorname{RL}
$$

Then $\left\|M_{1}(z)\right\|_{\infty}=\frac{\alpha}{1-\alpha}<1$, but $1-\mathrm{D} * \mathrm{D}=0$. In general, if $M \in \mathcal{R} \mathcal{L}_{\infty}$ and $\|M\|_{\infty}<1$, then $I=D^{*} D$ can be indefinite.
Lemma 21.15 Let $M(z)=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R H} \mathcal{H}_{\infty}$. Then $\|M(z)\|_{\infty}<1$ if and only if $N(z) \in \mathcal{R} \mathcal{H}_{\infty}$ and $\|N(z)\|_{\infty}<1$ where

$$
\mathrm{N}(\mathrm{z})=\left[\begin{array}{c|c}
A+B\left(I-D^{*} D\right)^{-1} D^{*} C & B\left(I-D^{*} D\right)^{-1 / 2} \\
\hline\left(I \quad D D^{*}\right)^{-1 / 2} C & 0
\end{array}\right]=:\left[\begin{array}{c|c}
E & \hat{B} \\
\hline \hat{C} & 0
\end{array}\right] .
$$

Proof. This is exactly the analogy of Corollary 17.4.

Theorem 21.16 Let $M(z)=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ and define

$$
\begin{aligned}
& E:=A+B\left(I \quad D^{*} D\right)^{-1} D^{*} C \\
& G:=-B\left(I-D^{*} D\right)^{-1} B^{*} \\
& Q:=C^{*}\left(I-D D^{*}\right)^{-1} C .
\end{aligned}
$$

Suppose that $E$ is nonsingular and define a simplectic matrix as

$$
S=\left[\begin{array}{cc}
E+G\left(E^{*}\right)^{-1} Q-G\left(E^{*}\right)^{-1} \\
-\left(E^{*}\right)^{-1} Q & \left(E^{*}\right)^{-1}
\end{array}\right]
$$

Then the following statements are equivalent:
(a) $\|M(z)\|_{\infty}<1$;
(b) $S$ has no eigenvalues on the unit circle and $\left\|C(I-A)^{-1} B+D\right\|<1$;
(c) $\exists X \geq 0$ such that $I=D^{*} D-B^{*} X B>0$ and

$$
E^{*} X E-X-E^{*} X G(I+X G)^{-1} X E+Q=0
$$

and $(I+G X)^{-1} E$ is stable. Moreover, $X>0$ if $(C, A)$ is observable.
(d) $3 X>0$ such that $I \quad D^{*} D \quad B^{*} X B>0$ and

$$
E^{*} X E-X-E^{*} X G(I+X G)-‘ X E+Q<0
$$

(e) $3 X>0$ such that

$$
\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]^{*}\left[\begin{array}{cc}
X & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right]-\left[\begin{array}{cc}
X & 0 \\
0 & I
\end{array}\right]<0
$$

(f) $3 T$ nonsingular such that

$$
\bar{\sigma}\left(\left[\begin{array}{cc}
T A T^{-1} & T B \\
C T^{-1} & D
\end{array}\right]\right)=\left\|\left[\begin{array}{cc}
T & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right]\left[\begin{array}{cc}
T & 0 \\
0 & I
\end{array}\right]^{-1}\right\|<1
$$

(g) $\mu_{\Delta}\left(\left[\begin{array}{ll}A & B \\ C & D\end{array}\right]\right)<1$ with $\Delta \in \mathbf{A}$ and

$$
\Delta:=\left\{\left[\begin{array}{cc}
\delta_{1} I_{n} & 0 \\
0 & \Delta_{2}
\end{array}\right]: \delta_{1} \in \mathbb{C}, \Delta_{2} \in \mathbb{C}^{m \times p}\right\} \subset \mathbb{C}^{(n+m) \times(n+p)}
$$

(assuming that $M(s)$ is a $p \times m$ matrix and $A$ is an $n \times \mathrm{n}$ matrix).
Note that the Riccati equation in (c) can also bi written as

$$
A^{*} X A-X+\left(B^{*} X A+D^{*} C\right)^{*}\left(I-D^{*} D-B^{\prime} X B\right)^{-1}\left(B^{*} X A+D^{*} C\right)+C^{*} C=0 .
$$

Proof. (a) $\Leftrightarrow(\mathrm{b})$ follows by Lemma 21.14
(a) $+(\mathrm{g})$ follows from Theorem 11.7.
$(\mathrm{g})+(\mathrm{f})$ follows from Theorem 11.5 .
(f) $+(\mathrm{e})$ follows by letting $\mathrm{X}=T * T$.
(e) + (d) follows by Schur complementary formula.
(d) + (c) can be shown in the same way as in the proof of Theorem 13.11.
(c) + (a) We sha ldn y give the proof for $D=0$ case, the case $D \neq 0$ can be transformed to the zero case by Lemma 21.15. Hence in the following we have $E=A$, $G=-B B^{*}$, and $\mathrm{Q}=C^{*} C$.

Assuming (c) is satisfied by some $\mathrm{X} \geq 0$ and considering the obvious relation with $z \cdot=e^{j \theta}$

$$
\begin{aligned}
\left(z^{-1} I-A^{*}\right) X(z I-A) & +\left(z^{-1} I-A^{*}\right) X A+A^{*} X(z I-A)=X-A^{*} X A \\
& =C^{*} C+A^{*} X B\left(1-B^{*} X B\right)^{-1} B^{*} X A
\end{aligned}
$$

The last equality is obtained from substituting in Riccati equation. Now pre-multiply the above equation by $B^{*}\left(z^{-1} I-A\right)^{-1}$ and post-multiply by $(z I-A)^{-1} B$ to get

$$
I \quad M^{*}\left(z^{-1}\right) M(z)=W^{*}\left(z^{-1}\right) W(z)
$$

where

$$
W(z)=\left[\begin{array}{c|c}
A & B \\
\hline\left(I \quad B^{*} X B\right)^{-1 / 2} B^{*} X A-\left(I-B^{*} X B\right)^{1 / 2}
\end{array} .\right.
$$

Suppose $W\left(e^{j \theta}\right) v=0$ for some $\theta$ and $v$; then $\mathrm{e}^{j \theta}$ is a zero of $W(z)$ if $v \neq 0$. However, all the zeros of $\mathrm{W}(\mathrm{z})$ are given by the eigenvalues of

$$
A+B\left(I-B^{*} X B\right)^{-1} B^{*} X A=\left(I-B B^{*} X\right)^{-1} A
$$

that are all inside of the unit circle. Hence $e^{j \theta}$ cannot be a zero of $W$.
Therefore, we get $I-M^{*}\left(e^{-j \theta}\right) M\left(e^{j \theta}\right)>\mathbf{0}$ for all $\theta \in[0,2 \pi]$, i.e., $\|M\|_{\infty}<1$.

The following more general results can be proven easily following the same procedure as in the proof of (c)*(a).

Corollary 21.17 Let $M(z)\left[\begin{array}{c|c}A & B \\ \hline C & 0\end{array}\right] \in \mathcal{R} \mathcal{L}_{\infty}$ and suppose $3 X=X^{*}$ such that

$$
A^{*} X A-X+A^{*} X B\left(I-B^{*} X B\right)^{-1} B^{*} X A+C^{*} C=0
$$

Then

$$
I-M^{*}\left(z^{-1}\right) M(z)=W^{*}\left(z^{-1}\right)\left(I-B^{*} X B\right) W(z)
$$

where

$$
W(z)=\left[\begin{array}{c|c|}
A & B \\
\hline\left(I-\quad B^{*} X B\right)^{-1} B^{*} X A-1
\end{array} .\right.
$$

Moreover, the following statements hold:
(1) if $I-B^{*} X B>0(<0)$, then $\|M(z)\|_{\infty} \leq 1(\geq 1)$;
(2) if $I-B^{*} X B>0(<0)$ and $\left|\lambda_{i}\left\{\left(I-B B^{*} X\right)^{-1} A\right\}\right| \neq 1$, then $\|M(z)\|_{\infty}<1(>1)$.

Remark 21.4 As in the continuous time case, the equivalence between (a) and (b) in Theorem 21.16 can be used to compute the $\mathcal{H}_{\infty}$ norm of a discrete time transfer matrix.

### 21.5 Matrix Factorizations

### 21.5.1 Inner Functions

A transfer matrix $N(z)$ is called an inner if $\left.N^{\prime} z\right)$ is stable and $N^{*}(z) N(z)=I$ for all $z=e^{j \theta}$. Note that $N^{*}\left(e^{j \theta}\right)=N^{\sim}\left(e^{j \theta}\right)$. A transfer matrix is called outer if all its transmission zeros are stable (i.e., inside of the unit disc).

Lemma 21.18 Let $N=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ and suppose that $X=X^{*}$ satisfies

$$
A^{*} X A-X+C^{*} C=0
$$

Then
(a) $D^{*} C+B^{*} X A=0$ implies $N^{\sim} N=D^{*} D+B^{*} X B$;
(b) A stable, $(A, B)$ reachable, and $N^{\sim} N=D^{\dagger} D+B^{*} X B$ implies $D^{*} C+B^{*} X A=0$.

Proof. Note that

$$
\begin{aligned}
N^{\sim}(z) N(z)= & \left(D^{*}+B^{*}\left(z^{-1} I-A^{*}\right)^{-1} C^{*}\right)\left(D+C(z I-A)^{-1} B\right) \\
= & D^{*} D+D^{*} C\left(z I-A A^{-1} B+B^{*}\left(z^{-1} I-A^{*}\right)^{-1} C^{*} D\right. \\
& +B^{*}\left(z^{-1} I-A^{*}\right)^{-1} C^{*} C(z I-A)^{-1} B
\end{aligned}
$$

Substitute $C^{*} C=\mathrm{X}-A^{*} X A$ into the above equation and combine terms to get

$$
\begin{aligned}
N^{\sim}(z) N(z)= & D^{*} D+B^{*} X B+\left(D^{*} C+B^{*} X A\right)(z I-A) \cdot{ }^{‘} B \\
& +B^{*}\left(z^{-1} I-A^{* \cdot-1}\left(C^{*} D+A^{*} X B\right)\right.
\end{aligned}
$$

The results follow immediately from the above expression.
The following corollary is a special case of this lemma which gives the necessary and sufficient conditions of a discrete inner transfer matrix with the state-space representation.

Corollary 21.19 Suppose that $N(z)=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ is a reachable realization; then $\mathrm{N}(\mathrm{z})$ is inner if and only if there exists a matrix $X=X^{*} \geq 0$ such that
(a) $A * X A-X+C * C=O$
(b) $D^{*} C+B^{*} X A=0$
(c) $D^{*} D+B^{*} X B=I$.

The following alternative characterization of the inner transfer matrix is often useful and insightful.

Corollary 21.20 Let $N(s)=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ and assume that there exists a $T$ nonsingular such that

$$
P=\left[\begin{array}{cc}
T A T^{-1} & T B \\
C T^{-1} & D
\end{array}\right] \quad \text { and } P^{*} P=I
$$

Then $N(z)$ is an inner. Furthermore, if the realization of $N$ is minimal, then such $T$ exists.

Proof. Rewrite $P^{*} P=I$ as

$$
\left[\begin{array}{ll}
A^{*} & C^{*} \\
B^{*} & D^{*}
\end{array}\right]\left[\begin{array}{ll}
T^{*} T & \\
& I
\end{array}\right]\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right]=\left[\begin{array}{cc}
T^{*} T & \\
& I
\end{array}\right]
$$

Let $X=T^{*} T$, and then

$$
\left[\begin{array}{cc}
A^{*} X A-X+C^{*} C & A^{*} X B+C^{*} D \\
B^{*} X A+D^{*} C & B^{*} X B+D^{*} D-I
\end{array}\right]=0
$$

This is the desired equation, so $N$ is an inner. On the other hand, if the realization is minimal, then $X>0$. This implies that $T$ exists.

In a similar manner, Corollary 21.19 can be used to derive the state-space representation of the complementary inner factor (CIF).

Lemma 21.21 Suppose that a $p \times m(p>m)$ transfer matrix $N(z)$ (minimal) is an inner; then there exists a $p \times(p-m) \operatorname{CIF} N_{\perp} \in \mathcal{R} \mathcal{H}_{\infty}$ such that the matrix $\left[\begin{array}{ll}N & N_{\perp}\end{array}\right]$ is a square inner. A particular realization is

$$
N_{\perp}(z)=\left[\begin{array}{l|l}
A & Y \\
\hline C & Z
\end{array}\right]
$$

where $Y$ and $Z$ satisfy

$$
\begin{align*}
& A^{*} X Y+C^{*} Z=0  \tag{21.21}\\
& B^{*} X Y+D^{*} Z=0  \tag{21.22}\\
& Z^{*} Z+Y^{*} X Y=I \tag{21.23}
\end{align*}
$$

Proof. Note that $\left[\begin{array}{ll}N & N_{\perp}\end{array}\right]=\left[\begin{array}{c|cc}A & B & Y \\ \hline C & D & Z\end{array}\right]$ is an inner. Now it is easy to prove the results by using the formula in Corollary 21.19 .

### 21.5.2 Coprime Factorizations

Recall that two transfer matrices $M(z), N(z) \in \mathcal{R} \mathcal{H}_{\infty}$ are said to be right coprime if $\left[\begin{array}{c}M \\ N\end{array}\right]$ is left invertible in $\mathcal{R} \mathcal{H}_{\infty}$ i.e., $\exists U, V \in R \mathcal{H}_{\infty}$ such that

$$
U(z) N(z)+V(z) M(z)=I .
$$

The left coprime is defined analogously. A plant $G(z) \in \mathcal{R} \mathcal{L}_{\infty}$ is said to have double coprime factorization if $\exists$ a right coprime factorization $G=N M^{-1}$, a left coprime factorization $G=\tilde{M}^{-1} \tilde{N}$, and $U, V, \tilde{U}, \tilde{V} \in \mathcal{R} \mathcal{F}_{\infty}$ such that

$$
\left[\begin{array}{cc}
V & U  \tag{21.24}\\
-\tilde{N} & \tilde{M}
\end{array}\right]\left[\begin{array}{cc}
M & -\tilde{U} \\
N & \tilde{V}
\end{array}\right]=I
$$

The state space formulae for discrete time transfer matrix coprime factorization are the same as for the continuous time. They are given by the following theorem.
Theorem 21.22 Let $G(z)=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right]$ be a stabilizable and detectable realization. Choose $F$ and $L$ such that $A+B F$ and $A+L C$ are both stable. Let $U, V, \tilde{U}, \tilde{V}, N, M, \tilde{N}$, and $\tilde{M}$ be given as follows

$$
\begin{aligned}
& {\left[\begin{array}{c}
M \\
N
\end{array}\right]:=\left[\begin{array}{c|c}
A+B F & B Z_{r} \\
\hline F & Z_{r} \\
C+D F & D Z_{r}
\end{array}\right]} \\
& {\left[\begin{array}{c}
\tilde{U} \\
\tilde{V}
\end{array}\right]:=\left[\begin{array}{c|c}
A+B F & L Z_{l}^{-1} \\
\hline F & 0 \\
-(C+D F) & Z_{l}^{-1}
\end{array}\right]} \\
& {\left[\begin{array}{c}
\tilde{M} \\
\tilde{N}
\end{array}\right]:=\left[\begin{array}{c|c|}
A+L C & L \\
\hline Z_{l} C & B+L D \\
\hline
\end{array}\right]} \\
& {\left[\begin{array}{c}
U \\
V
\end{array}\right]:=\left[\right]}
\end{aligned}
$$

where $Z_{r}$ and $Z_{l}$ are any nonsingular matrices. Then $G=N M^{-1}=\tilde{M}^{-1} \tilde{N}$ are $\operatorname{rcf}$ and lcf, respectively, and (21.24) is satisfied.

Some coprime factorizations are particularly interesting, for example, the coprime factorization with inner numerator. This factorization in the case of $G(z) \in \mathcal{R} \mathcal{H}_{\infty}$ yields an inner-outer factorization.

Theorem 21.23 Assume that $(A, B)$ is stabilizable, $\left[\begin{array}{cc}A-e^{j \theta} I & B \\ C & D\end{array}\right]$ has full column rank for all $\theta \in[0,2 \pi]$, and $D$ has full column rank. Then there exists a right coprime factorization $G=N M^{-1}$ such that $N$ is inner. Furthermore, a particular realization is given by

$$
\left[\begin{array}{c}
M \\
N
\end{array}\right]:=\left[\begin{array}{c|c}
A+B F & B R^{-1 / 2} \\
\hline F & R^{-1 / 2} \\
C+D F & D R^{-1 / 2}
\end{array}\right]
$$

where

$$
\begin{gathered}
R=D^{*} D+B^{*} X B \\
F=-R^{-1}\left(B^{*} X A+D^{*} C\right)
\end{gathered}
$$

and $X=X^{*} \geq 0$ is the unique stabilizing solution to

$$
A_{D}^{*} X\left(I+B\left(D^{*} D\right)^{-1} B^{*} X\right)^{-1} A_{D}-X+C^{*} D_{\perp} D_{\perp}^{*} C=0
$$

where $A_{D}:=A-B\left(D^{*} D\right)^{-1} D^{*} C$.
Using Lemma 21.21, the complementary inner factor of $N$ in Theorem 21.23 can be obtained as follows

$$
N_{\perp}=\left[\begin{array}{c|c}
A+B F & Y \\
\hline C+D F & Z
\end{array}\right]
$$

where $Y$ and $Z$ satisfy

$$
\begin{aligned}
& A^{*} X Y+C^{*} Z=0 \\
& B^{*} X Y+D^{*} Z=0 \\
& Z^{*} Z+Y^{*} X Y=I
\end{aligned}
$$

Note that $Y$ and $Z$ are only related to $F$ implicitly through $X$.

Remark 21.5 If $G(z) \in \mathcal{R} \mathcal{H}_{\infty}$, then the denominator matrix $M$ in Theorem 21.23 is an outer. Hence, the factorization $G=N\left(M^{-1}\right)$ is an inner-outer factorization.

Suppose that the system $G(z)$ is not stable; then a coprime factorization with inner denominator can also be obtained by solving a special Riccati equation.

Theorem 21.24 Assume that $G(z):=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{L}_{\infty}$ and that $(A, B)$ is stabilizable. Then there exists a right coprime factorization $G=N M^{-1}$ such that $M$ is an inner if and only if $G$ has no poles on the unit circle. A particular realization is

$$
\left[\begin{array}{c}
M \\
N
\end{array}\right]:=\left[\begin{array}{c|c}
A+B F & B R^{-1 / 2} \\
\hline F & R^{-1 / 2} \\
C+D F & D R^{-1 / 2}
\end{array}\right]
$$

where

$$
\begin{gathered}
R=I+B^{*} \grave{ } B \\
F=-R^{-1} B^{*} \backslash A
\end{gathered}
$$

and $X=X^{*} \geq 0$ is the unique stabilizing solution to

$$
A^{*} X\left(I+B B^{*} X\right)^{-1} A-X=0
$$

Another special coprime factorization is called normalized coprime factorization which has found applications in many control problems such as model reduction controller design and gap metric characterization.

Recall that a right coprime factorization of $G=N M^{-1}$ with $N, M \in \mathcal{R} \mathcal{H}_{\infty}$ is called a normalized right coprime factorization if

$$
M^{\sim} M+N^{\sim} N=I
$$

i.e., if $\left[\begin{array}{c}M \\ N\end{array}\right]$ is an inner.

Similarly, an lcf $G=\tilde{M}^{-1} \tilde{N}$ is called a normalized left coprime factorization if $\left[\begin{array}{cc}\tilde{M} & \tilde{N}\end{array}\right]$ is a co-inner. Then the following results follow in the same way as for the continuous time case.
Theorem 21.25 Let a realization of $G$ be given by

$$
G=\left[\begin{array}{c|c}
A & E \\
\hline C & D
\end{array}\right]
$$

and define

$$
R=I+D^{*} D>0, \quad \tilde{R}=I+D D^{*}>0
$$

(a) Suppose that $(A, B)$ is stabilizable and that $(C, A)$ has no unobservable modes on the imaginary axis. Then there is a normalized right coprime factorization $G=N M^{-1}$

$$
\left[\begin{array}{c}
M \\
N
\end{array}\right]:=\left[\begin{array}{c|c}
A+B F & B Z^{-1 / 2} \\
\hline F & Z^{-1 / 2} \\
C+D F & D Z^{-1 / 2}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

where

$$
\begin{gathered}
Z=R+B^{*} X B \\
F=-Z^{-1}\left(B^{*} X A+D^{*} C\right)
\end{gathered}
$$

and $X=X^{*} \geq 0$ is the unique stabilizing solution

$$
A_{n}^{*} X\left(I+B R^{-1} B^{*} X\right)^{-1} A_{n}-X+C^{*} \tilde{R}^{-1} C=0
$$

where $A_{n}:=A-B R^{-1} D^{*} C$.
(b) Suppose that $(C, A)$ is detectable and that $(A, B)$ has no unreachable modes on the imaginary axis. Then there is a normalized left coprime factorization $G=\tilde{M}^{-1} \tilde{N}$

$$
\left[\begin{array}{cc}
\tilde{M} & \tilde{N}
\end{array}\right]:=\left[\begin{array}{c|cc}
A+L C & L & B+L D \\
\hline \tilde{Z}^{-1 / 2} C & \tilde{Z}^{-1 / 2} & \tilde{Z}^{-1 / 2} D
\end{array}\right]
$$

where

$$
\begin{gathered}
\tilde{Z}=\tilde{R}+C Y C^{*} \\
L=-\left(B D^{*}+A Y C^{*}\right) \tilde{Z}^{-1}
\end{gathered}
$$

and $Y=Y^{*} \geq 0$ is the unique stabilizing solution

$$
\tilde{A}_{n} Y\left(I+C^{*} \tilde{R}^{-1} C Y\right)^{-1} \tilde{A}_{n}^{*}-Y+B R^{-1} B^{*}=0
$$

where $\tilde{A}_{n}:=A-B D^{*} \tilde{R}^{-1} C$.
(c) The reachability Gramian $P$ and observability Gramian $Q$ of $\left[\begin{array}{c}M \\ N\end{array}\right]$ are given by

$$
P=(I+Y X)^{-1} Y, \quad Q=X
$$

while the reachability Gramian $\tilde{P}$ and observability Gramian $\tilde{Q}$ of $\left[\begin{array}{ll}\tilde{M} & \tilde{N}\end{array}\right]$ are given by

$$
\tilde{P}=Y, \quad \tilde{Q}=(I+X Y)^{-1} X
$$

### 21.5.3 Spectral Factorizations

The following theorem gives a solution to a special class of spectral factorization problems.
Theorem 21.26 Assume $G(z):=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ and $\gamma>\|G(z)\|_{\infty}$. Then, there exists a transfer matrix $M \in \mathcal{R} \mathcal{H}_{\infty}$ such that $M^{*} M=\gamma^{2} I-G^{*} G$ and $M^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$. A particular realization of $M$ is

$$
M(z)=\left[\begin{array}{c|c}
A & B \\
\hline-R^{1 / 2} F & R^{1 / 2}
\end{array}\right]
$$

where

$$
\begin{gathered}
R_{D}=\gamma^{2} I-D^{*} D \\
R=R_{D}-B^{*} X B \\
F=\left(R_{D}-B^{*} X B\right)^{-1}\left(B^{*} X A+D^{*} C\right)
\end{gathered}
$$

and $X=X^{*} \geq 0$ is the stabilizing solution of

$$
A_{s}^{*} X\left(I-B R_{D}^{-1} B^{*} X\right)^{-1} A_{s}-X+C^{*}\left(I+D R_{D}^{-1} D^{*}\right) C=0
$$

where $A_{s}:=A+B R_{D}^{-1} D^{*} C$.
Similar to the continuous time, we have the following theorem.
Theorem 21.27 Let $G(z):=\left[\begin{array}{c|c}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}$ be a transfer matrix such that $D$ has full row rank and $G\left(e^{j \theta}\right) G^{*}\left(e^{j \theta}\right)>0$ for all $\theta$. Then, there exists a transfer matrix $M \in \mathcal{R} \mathcal{H}_{\infty}$ such that $M^{*} M=G G^{*}$. A particular realization of $M$ is

$$
M(z)=\left[\begin{array}{cc}
A & B_{W} \\
\hline C_{W} & \frac{D_{W}}{}
\end{array}\right]
$$

where

$$
\begin{aligned}
B_{W} & =A P C^{*}+B D^{*} \\
D_{W}^{*} D_{W} & =D D^{*} \\
C_{W} & =D_{W}\left(D D^{*}\right)^{-1}\left(C-B_{W}^{*} X A\right)
\end{aligned}
$$

and

$$
\begin{gathered}
A P A^{*}-P+B B^{*}=0 \\
\left.A^{*} X A-X+\left(C-B_{W}^{*} X A\right)^{*}(D I)^{*}\right)^{-1}\left(C-B_{W}^{*} X A\right)=0
\end{gathered}
$$

### 21.6 Relations with the Continuous Time Case

Many factorization problems in discrete time reduce to solving the discrete time Riccati equation which we have just seen reduces to finding a stable invariant subspace of a simplectic matrix. We will now show how this can be related to a Hamiltonian matrix and the assumption that $A$ is invertible is not required.

Let

$$
S=L_{s}^{-1} R_{\mathrm{s}}
$$

then S will be simplectic if $R_{s} J R_{s}^{*}=L_{s} J L_{s}^{*}$, in particular if

$$
L_{s}=\left[\begin{array}{cc}
I & G \\
0 & A^{*}
\end{array}\right], \quad R_{s}=\left[\begin{array}{cc}
A & 0 \\
-Q & I
\end{array}\right]
$$

Now assume that $\left(R_{s}+L_{s}\right)$ is nonsingular and define the matrix

$$
H:=\left(R_{s}+L_{s}\right)^{-1}\left(R_{s}-L_{s}\right)
$$

which will be Hamiltonian since it is easily shown that $J^{-1} H J=H^{*}$. If we find a stable invariant subspace for $H$ as,

$$
H\left[\begin{array}{l}
T_{1} \\
T_{2}
\end{array}\right]=\left[\begin{array}{l}
T_{1} \\
T_{2}
\end{array}\right] \Lambda
$$

with the eigenvalues of $\Lambda$ is the open left half plane then,

$$
R_{s}\left[\begin{array}{l}
T_{1} \\
T_{2}
\end{array}\right]=L_{s}\left[\begin{array}{l}
T_{1} \\
T_{2}
\end{array}\right](I+\Lambda)(I-\Lambda)^{-1}
$$

and we have the invariant subspace for the generalized eigenvalue problem above corresponding to eigenvalues inside the unit disk. This can then be used to obtain corresponding results for the discrete time case once they have been formulated as discrete time Riccati equation problems.

An alternative approach can be derived via the bilinear transformation from the $z$-plane into the $s$-plane (often associated with Tustin), given by

$$
s=\frac{2}{h} \frac{(z-1)}{(z+1)}, \quad z=\frac{(1+\operatorname{sh} / 2)}{(1-s h / 2)}
$$

where $h$ is a sampling period for the discrete time system (see also section 10.2). This transforms the inside of the unit circle to the left half plane so that stability of the discrete and continuous systems are equivalent. Also the frequency responses will be the same except that the frequency axis is rescaled. If the discrete system has state space realization

$$
H(z)=\left[\begin{array}{l|l}
A & B \\
\hline C & D
\end{array}\right]
$$

then

$$
H\left(\frac{1+\operatorname{sh} / 2}{1-\operatorname{sh} / 2}\right)=\left[\begin{array}{c|c}
\frac{2}{h}(A-I)(A+I)^{-1} & \frac{2}{\sqrt{h}}(A+I)^{-1} B \\
\hline \frac{2}{\sqrt{h}} C(A+I)^{-1} & D-C(A+I)^{-1} B
\end{array}\right] .
$$

This approach can deal with spectral, inner/outer and coprime factorizations as long as there are no poles of the discrete time system at $z=-1$.

Similarly Hankel norm approximation and $\mathcal{H}_{\infty}$ controller design only depend on the maximum value of the frequency response and not its variation with frequency so can also be solved using this transformation (although in the latter case care is needed if the natural central controller is desired). However balanced realization truncation and $\mathcal{H}_{2}$ control have differences.

Although the above is often an effective technique it is generally more appealing to give derivations in the coordinates of the original data, also algorithms may be more reliable if generated for the specific problem class.

### 21.7 Discrete Time $\mathcal{H}_{2}$ Control

Consider the system described by the block diagram


The realization of the transfer matrix $G$ is taken to be of the form

$$
G(z)=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
C_{2} & D_{21} & 0
\end{array}\right]=:\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]
$$

The following assumptions are made:
(A1) $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable;
(A2) $D_{12}$ is full column rank with $\left[\begin{array}{cc}D_{12} & D_{\perp}\end{array} \quad\right.$ unitary and $D_{21}$ is full row rank with $\left[\begin{array}{c}D_{21} \\ \tilde{D}_{\perp}\end{array}\right]$ unitary;
$\left[\begin{array}{cc}A-e^{j \theta} I & B_{2} \\ C_{1} & D_{12}\end{array}\right]$ has full column rank for all $\theta \in[0,2 \pi]$;
(A4) $\left[\begin{array}{cc}A-e^{j \theta} I & B_{1} \\ C_{2} & D_{21}\end{array}\right]$ has full row rank for all $\theta \in[0,2 \pi]$.
The problem in this section is to find an admissible controller $K$ which minimizes $\left\|T_{z w}\right\|_{2}$.

Denote

$$
A_{x}:=A-B_{2} D_{12}^{*} C_{1}, \quad A_{y}:=A-B_{1} D_{21}^{*} C_{2} .
$$

Let $X_{2} \geq 0$ and $Y_{2} \geq 0$ be the stabilizing solutions to the following Riccati equations:

$$
A_{x}^{*}\left(I+X_{2} B_{2} B_{2}^{*}\right)^{-1} X_{2} A_{x}-X_{2}+C_{1}^{*} D_{\perp} D_{\perp}^{*} C_{1}=0
$$

and

$$
A_{y}\left(I+Y_{2} C_{2}^{*} C_{2}\right)^{-1} Y_{2} A_{y}^{*}-Y_{2}+B_{1} \tilde{D}_{\perp}^{*} \tilde{D}_{\perp} B_{1}^{*}=0
$$

Note that the stabilizing solutions exist by the assumptions (A3) and (A4). Note also that if $A_{x}$ and $A_{y}$ are nonsingular, the solutions can be obtained through the following two simplectic matrices:

$$
H_{2}:=\left[\begin{array}{cc}
A_{x}+B_{2} B_{2}^{*}\left(A_{x}^{*}\right)^{-1} C_{1}^{*} D_{\perp} D_{\perp}^{*} C_{1} & -B_{2} B_{2}^{*}\left(A_{x}^{*}\right)^{-1} \\
-\left(A_{x}^{*}\right)^{-1} C_{1}^{*} D_{\perp} D_{\perp}^{*} C_{1} & \left(A_{x}^{*}\right)^{-1}
\end{array}\right]
$$

$$
J_{2}:=\left[\begin{array}{cc}
A_{y}^{*}+C_{2}^{*} C_{2} A_{y}^{-1} B_{1} \tilde{D}_{\perp}^{*} \tilde{D}_{\perp} B_{1}^{*} & -C_{2}^{*} C_{2} A_{y}^{-1} \\
-A_{y}^{-1} B_{1} \tilde{D}_{\perp}^{*} \tilde{D}_{\perp} B_{1}^{*} & A_{y}^{-1}
\end{array}\right] .
$$

Define

$$
\begin{aligned}
& R_{b}:=I+B_{2}^{*} X_{2} B_{2} \\
& F_{2}:=-\left(I+B_{2}^{*} X_{2} B_{2}\right)^{-1}\left(B_{2}^{*} X_{2} A+D_{12}^{*} C_{1}\right) \\
& F_{0}:=-\left(I+B_{2}^{*} X_{2} B_{2}\right)^{-1}\left(B_{2}^{*} X_{2} B_{1}+D_{12}^{*} D_{11}\right) \\
& L_{2}:=-\left(A Y_{2} C_{2}^{*}+B_{1} D_{21}^{*}\right)\left(I+C_{2} Y_{2} C_{2}^{*}\right)^{-1} \\
& L_{0}:=\left(F_{2} Y_{2} C_{2}^{*}+F_{0} D_{21}^{*}\right)\left(I+C_{2} Y_{2} C_{2}^{*}\right)^{-1}
\end{aligned}
$$

and

$$
\begin{gathered}
A_{F_{2}}:=A+B_{2} F_{2}, \quad C_{1 F_{2}}:=C_{1}+D_{12} F_{2} \\
A_{L_{2}}:=A+L_{2} C_{2}, \quad B_{1 L_{2}}:=B_{1}+L_{2} D_{21} \\
\hat{A}_{2}:=A+B_{2} F_{2}+L_{2} C_{2} \\
G_{c}(z):=\left[\begin{array}{c|c}
A_{F_{2}} & B_{1}+B_{2} F_{0} \\
\hline C_{1 F_{2}} & D_{11}+D_{12} F_{0}
\end{array}\right] \\
G_{f}(z):=\left[\begin{array}{c|c}
A_{L_{2}} & B_{1 L_{2}} \\
\hline R_{b}^{1 / 2}\left(L_{0} C_{2}-F_{2}\right) & R_{b}^{1 / 2}\left(L_{0} D_{21}-F_{0}\right)
\end{array}\right] .
\end{gathered}
$$

Theorem 21.28 The unique optimal controller is

$$
K_{o p t}(z):=\left[\begin{array}{c|c}
\hat{A}_{2}-B_{2} L_{0} C_{2} & -\left(L_{2}-B_{2} L_{0}\right) \\
\hline F_{2}-L_{0} C_{2} & L_{0}
\end{array}\right]
$$

Moreover, $\min \left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c}\right\|_{2}^{2}+\left\|G_{f}\right\|_{2}^{2}$.
Remark 21.6 Note that for a discrete time transfer matrix $G(z)=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right] \in \mathcal{R H}_{2}$, its $\mathcal{H}_{2}$ norm can be computed as

$$
\|G(z)\|_{2}^{2}=\operatorname{Trace}\left\{D^{*} D+B^{*} L_{o} B\right\}=\operatorname{Trace}\left\{D D^{*}+C L_{c} C^{*}\right\}
$$

where $L_{c}$ and $L_{o}$ are the reachability and observability Gramians

$$
\begin{aligned}
& A L_{c} A^{*}-L_{c}+B B^{*}=0 \\
& A^{*} L_{o} A-L_{o}+C^{*} C=0
\end{aligned}
$$

Using the above formula, we can compute $\min \left\|T_{z w}\right\|_{2}^{2}$ by noting that $X_{2}$ and $Y_{2}$ satisfy the equations

$$
A_{F_{2}}^{*} X_{2} A_{F_{2}}-X_{2}+C_{1 F_{2}}^{*} C_{1 F_{2}}=0
$$

$$
A_{L_{2}} Y_{2} A_{L_{2}}^{*}-Y_{2}+B_{1 L_{2}} B_{1 L_{2}}^{*}=0
$$

For example,

$$
\left\|G_{c}\right\|_{2}^{2}=\operatorname{Trace}\left\{\left(D_{11}+D_{12} F_{0}\right)^{*}\left(D_{11}+D_{12} F_{0}\right)+\left(B_{1}+D_{2} F_{0}\right) X_{2}\left(B_{1}+D_{2} F_{0}\right)\right\}
$$

and

$$
\left\|G_{f}\right\|_{2}^{2}=\operatorname{Trace} R_{b}\left\{\left(L_{0} D_{21}-F_{0}\right)\left(L_{0} D_{21}-F_{(1)}\right)^{*}+\left(L_{0} C_{2}-F_{2}\right) Y_{2}\left(L_{0} C_{2}-F_{2}\right)^{*}\right\} .
$$

Proof. Let $x$ denote the states of the system $G$. Then the system can be written as

$$
\begin{align*}
\dot{x} & =A x+B_{1} w+B_{2} u  \tag{21.25}\\
z & =C_{1} x+D_{11} \psi+D_{12} u  \tag{21.26}\\
y & =C_{2} x+D_{21} \psi \tag{21.27}
\end{align*}
$$

Define $\nu:=u-F_{2} x-F_{0} w$; then the transfer function from $w, \nu$ to $z$ becomes

$$
z=\left[\begin{array}{c|cc}
A_{F_{2}} & B_{1}+B_{2} F_{0} & B_{2} \\
\hline C_{1 F_{2}} & D_{11}+D_{12} F_{0} & D_{12}
\end{array}\right]\left[\begin{array}{c}
w \\
\nu
\end{array}\right]=G_{c} w+U R_{b}^{1 / 2} \nu
$$

where

$$
U(s):=\left[\begin{array}{c|c}
A_{F_{2}} & B_{2} R_{b}^{-1 / 2} \\
\hline C_{1 F_{2}} & D_{12} R_{b}^{-1 / 2}
\end{array}\right] .
$$

It is easy to shown that $U$ is an inner and that $U^{\sim} G_{c} \in \mathcal{R} \mathcal{H}_{2}^{\perp}$. Now denote the transfer function from $w$ to $\nu$ by $T_{\nu w}$. Then

$$
T_{z w}=G_{c}+U R_{l}^{1 / 2} T_{\nu w}
$$

and

$$
\left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c}\right\|_{2}^{2}+\left\|R_{b}^{1 / 2} T_{\nu w}\right\|_{2}^{2} \geq\left\|G_{c}\right\|_{2}^{2}
$$

for any given stabilizing controller $K$. Hence if the states ( $x$ ) and the disturbance ( $w$ ) are both available for feedback (i.e., full information control) and $u=F_{2} x+F_{0} w$, then $T_{\nu w}=0$ and $\left\|T_{z w}\right\|_{2}=\left\|G_{c}\right\|_{2}$. Therefore, $u=F_{2} x+F_{0} w$ is an optimal full information control law. Note that

$$
\nu=T_{\nu w} w, \quad T_{\nu w}=F_{\ell}\left(G_{\nu}, K\right)
$$



$$
G_{\nu}=\left[\begin{array}{c|cc}
A & B_{1} & B_{2} \\
\hline-F_{2} & -F_{0} & I \\
C_{2} & D_{21} & 0
\end{array}\right]
$$

Since $A-B_{2}\left(-F_{2}\right)=A+B_{2} F_{2}$ is stable, from the relationship between an output estimation (OE) problem and a full control (FC) problem, all admissible controllers for $G_{\nu}$ (hence for the output feedback problem) can be written as

$$
\left.K=\mathcal{F}_{\ell}\left(M_{t}, K_{F C}\right), \quad M_{t}=\left[\begin{array}{c|cc}
A+B_{2} F_{2} & 0 & {\left[\begin{array}{cc}
I & -B_{2}
\end{array}\right]} \\
\hline-F_{2} & 0 & \left.\begin{array}{cc}
0 & I \\
C_{2} & I
\end{array}\right] \\
0 & 0
\end{array}\right]\right]
$$

where $K_{F C}$ is an internally stabilizing controller for the following system:

$$
\hat{G}_{\nu}=\left[\begin{array}{c|c|cc}
A & B_{1} & {\left[\begin{array}{cc}
I & 0 \\
\hline-F_{2} & -F_{0} \\
C_{2} & D_{21}
\end{array}\right.} & \left.\begin{array}{ll}
0 & I \\
0 & 0
\end{array}\right]
\end{array}\right]
$$

Furthermore, $T_{\nu w}=\mathcal{F}_{\ell}\left(G_{\nu}, \mathcal{F}_{\ell}\left(M_{t}, K_{F C}\right)\right)=\mathcal{F}_{\ell}\left(\hat{G}_{\nu}, K_{F C}\right)$. Hence

$$
\min _{K}\left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c} B_{1}\right\|_{2}^{2}+\min _{K_{F C}}\left\|R_{b}^{1 / 2} \mathcal{F}_{\ell}\left(\hat{G}_{\nu}, K_{F C}\right)\right\|_{2}^{2}
$$

Next define

$$
\left.\left.\left.\begin{array}{rl}
\tilde{G}_{\nu} & :=\left[\begin{array}{cc}
R_{b}^{1 / 2} & 0 \\
0 & I
\end{array}\right] \hat{G}_{\nu}\left[\begin{array}{c:cc}
I & 0 & 0 \\
\hdashline 0 & I & 0 \\
0 & 0 & R_{b}^{-1 / 2}
\end{array}\right] \\
& =\left[\begin{array}{c|c|c}
A & B_{1} & I \\
\hline
\end{array}\right] \\
\hline-R_{b}^{1 / 2} F_{2} & -R_{b}^{1 / 2} F_{0} \\
C_{2} & D_{21}
\end{array} \begin{array}{cc}
0 & I \\
0 & 0
\end{array}\right]\right] .\right] .
$$

and

$$
\tilde{K}_{F C}:=\left[\begin{array}{cc}
I & 0 \\
0 & R_{b}^{1 / 2}
\end{array}\right] K_{F C}
$$

Then it is easy to see that

$$
R_{b}^{1 / 2} \mathcal{F}_{\ell}\left(\hat{G}_{\nu}, K_{F C}\right)=\mathcal{F}_{\ell}\left(\tilde{G}_{\nu}, \tilde{K}_{F C}\right)
$$

and

$$
\min _{K_{F C}}\left\|R_{b}^{1 / 2} \mathcal{F}_{\ell}\left(\hat{G}_{\nu}, K_{F C}\right)\right\|_{2}=\min _{\tilde{K}_{F C}}\left\|\mathcal{F}_{\ell}\left(\tilde{G}_{\nu}, \tilde{K}_{F C}\right)\right\|_{2}
$$

A controller minimizing $\left\|\mathcal{F}_{\ell}\left(\tilde{G}_{\nu}, \tilde{K}_{F C}\right)\right\|_{2}$ is $\tilde{K}_{F C}=\left[\begin{array}{c}L_{2} \\ R_{b}^{1 / 2} L_{0}\end{array}\right]$ since the transpose (or dual) of $\mathcal{F}_{\ell}\left(\tilde{G}_{\nu}, \tilde{K}_{F C}\right)$ is a full information feedback problem considered at the beginning of the proof. Hence we get

$$
\mathcal{F}_{\ell}\left(\tilde{G}_{\nu},\left[\begin{array}{c}
L_{2} \\
R_{b}^{1 / 2} L_{0}
\end{array}\right]\right)=G_{f}
$$

and

$$
\min _{K}\left\|T_{z w}\right\|_{2}^{2}=\left\|G_{c}\right\|_{2}^{2}+\left\|G_{f}\right\|_{2}^{2}
$$

Finally, the optimal output feedback controller is given by

$$
K=\mathcal{F}_{\ell}\left(M_{t},\left[\begin{array}{c}
L_{2} \\
L_{0}
\end{array}\right]\right)=\left[\begin{array}{c|c}
A+B_{2} F_{2}+L_{2} C_{2}-B_{2} L_{0} C_{2} & L_{2}-B_{2} L_{0} \\
\hline-F_{2}+L_{0} C_{2} & L_{0}
\end{array}\right]
$$

The proof of uniqueness is similar to the continuous time case, and hence omitted.
It should be noted that in contrast with the continuous time the full information optimal control problem in the discrete time is not a state feedback even when $D_{11}=0$.

The discrete time $\mathcal{H}_{\infty}$ control problem is much more involved and it is probably more effective to obtain the discrete solution by using a bilinear transformation as described in section 21.6.

### 21.8 Discrete Balanced Model Reduction

In this section, we will show another application of the LFT machinery in discrete balanced model reduction. We will show an elegant proof of the balanced truncation error bound.

Consider a stable discrete time system $G(z)$ and assume that the transfer matrix has the following realization:

$$
G(s)=\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

Let $P$ and $Q$ be two positive semi-definite symmetric matrices such that

$$
\begin{align*}
& A P A^{*}-P+B B^{*} \leq 0  \tag{21.28}\\
& A^{*} Q A-Q+C^{*} C \leq 0 \tag{21.29}
\end{align*}
$$

Without loss of generality, we shall assume that

$$
P=Q=\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & \Sigma_{2}
\end{array}\right]
$$

with

$$
\begin{aligned}
& \Sigma_{1}=\operatorname{diag}\left(\sigma_{1} I_{s_{1}}, \sigma_{2} I_{s_{2}}, \ldots, \sigma_{r} I_{s_{r}}\right) \geq 0 \\
& \Sigma_{2}=\operatorname{diag}\left(\sigma_{r+1} I_{s_{r+1}}, \sigma_{r+2} I_{s_{r+2}}, \ldots, \sigma_{n} I_{s_{n}}\right) \geq 0
\end{aligned}
$$

where $s_{i}$ denotes the multiplicity of $\sigma_{i}$. (Note that the singular values are not necessarily ordered.) Moreover, the realization for $G(z)$ is partitioned conformably with $P$ and $Q$ :

$$
G(s)=\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right]
$$

Theorem 21.29 Suppose $\Sigma_{1}>0$. Then $A_{11}$ is stable.

Proof. We shall first assume $\Sigma_{2}>0$. From equation (21.29), we have

$$
\begin{equation*}
A_{11}^{*} \Sigma_{1} A_{11}-\Sigma_{1}+A_{21}^{*} \Sigma_{2} A_{21}+C_{1}^{*} C_{1} \leq 0 \tag{21.30}
\end{equation*}
$$

Assume that $\lambda$ is an eigenvalue of $A_{11}$; then there is an $x \neq 0$ such that

$$
\begin{equation*}
A_{11} x=\lambda x \tag{21.31}
\end{equation*}
$$

Now pre-multiply $x^{*}$ and post-multiply $x$ to equation (21.30) to get

$$
\left(|\lambda|^{2}-1\right) x^{*} \Sigma_{1} x+x^{*} A_{21}^{*} \Sigma_{2} A_{21} x+x^{*} C_{1}^{*} C_{1} x \leq 0
$$

It is clear that $|\lambda| \leq 1$. However, if $|\lambda|=1$, say $\lambda=e^{j \theta}$ for some $\theta$, we have

$$
A_{21} x=0, \quad C_{1} x=0
$$

These equations together with equation (21.31) imply that

$$
\left[\begin{array}{cc}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{l}
x \\
0
\end{array}\right]=e^{j \theta}\left[\begin{array}{l}
x \\
0
\end{array}\right]
$$

i.e., $e^{j \theta}$ is an eigenvalue of $A$. This contradicts the stability assumption of $A$, so $A_{11}$ is stable.

Now assume that $\Sigma_{2}$ is singular, and we will show that we can remove all those states corresponding to the zero singular values without changing the system stability. For that purpose, we assume $\Sigma_{2}=0$. Then the inequality (21.28) can be written as

$$
\left[\begin{array}{cc}
A_{11} \Sigma_{1} A_{11}^{*}-\Sigma_{1}+B_{1} B_{1}^{*} & A_{11} \Sigma_{1} A_{21}^{*}+B_{1} B_{2}^{*} \\
A_{21} \Sigma_{1} A_{11}^{*}+B_{2} B_{1}^{*} & A_{21} \Sigma_{1} A_{21}^{*}+B_{2} B_{2}^{*}
\end{array}\right] \leq 0
$$

This implies that

$$
\begin{equation*}
A_{11} \Sigma_{1} A_{11}^{*}-\Sigma_{1}+B_{1} B_{1}^{*} \leq 0 \tag{21.32}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{21} \Sigma_{1} A_{21}^{*}+B_{2} B_{2}^{*} \leq 0 \tag{21.33}
\end{equation*}
$$

But inequality (21.33) implies that

$$
A_{21}=0, \quad B_{2}=0
$$

Hence we have

$$
A=\left[\begin{array}{cc}
A_{11} & A_{12} \\
0 & A_{22}
\end{array}\right]
$$

and the stability of $A_{11}$ and $A_{22}$ are ensured.
Substitute this $A$ matrix into the inequality (21.29), and we obtain

$$
A_{11}^{*} \Sigma_{1} A_{11}-\Sigma_{1}+C_{1}^{*} C_{1} \leq 0
$$

The subsystem with $A_{11}$ still satisfies inequalities (21.28) and (21.29) with $\Sigma_{1}>0$. This proves that we can assume without loss of generality that $\Sigma_{2}>0$.

Remark 21.7 It is important to note that the realization for the truncated subsystem

$$
G_{r}=\left[\begin{array}{c|c}
A_{11} & B_{1} \\
\hline C_{1} & D
\end{array}\right]
$$

is still balanced in some sense ${ }^{2}$ since the system parameters satisfy the following equations:

$$
\begin{aligned}
& A_{11} \Sigma_{1} A_{11}^{*}-\Sigma_{1}+A_{12} \Sigma_{2} A_{12}^{*}+B_{1} B_{1}^{*} \leq 0 \\
& A_{11}^{*} \Sigma_{1} A_{11}-\Sigma_{1}+A_{21}^{*} \Sigma_{2} A_{21}+C_{1}^{*} C_{1} \leq 0
\end{aligned}
$$

But these equations imply that

$$
\begin{aligned}
& A_{11} \Sigma_{1} A_{11}^{*}-\Sigma_{1}+B_{1} B_{1}^{*} \leq 0 \\
& A_{11}^{*} \Sigma_{1} A_{11}-\Sigma_{1}+C_{1}^{*} C_{1} \leq 0
\end{aligned}
$$

hold.
Theorem 21.30 Suppose $G_{r}=\left[\begin{array}{c|c}A_{11} & B_{1} \\ \hline C_{1} & D\end{array}\right]$. Then $\left\|G-G_{r}\right\|_{\infty} \leq 2 \sum_{i=r+1}^{n} \sigma_{i}$.
In particular, $\|G\|_{\infty} \leq\|D\|+2 \sum_{i=1}^{n} \sigma_{i}$.

[^21]21.8. Discrete Balanced Model Reduction

Without loss of generality, we shall assume $\sigma_{n}=1$. We will prove that for $\Sigma_{2}=\sigma_{n} I=I$, we have

$$
\left\|G-G_{r}\right\|_{\infty} \leq 2, r=n-1
$$

Then the theorem follows immediately by scaling and recursively applying this result since the reduced system $G_{r}$ is still balanced.

It will be seen that it is more convenient to set $\Lambda=\Sigma_{1}^{1 / 2}$. The proof of the theorem will follow from the following two lemmas and the bounded real lemma which establishes the relationship between the $\mathcal{H}_{\infty}$ norm of a transfer matrix and its realizations. (Note that in the following, a constant matrix $X$ is said to be contractive or a contraction if $\|X\| \leq 1$ and strictly contractive if $\|X\|<1$ ).

The lemma below shows that for any stable system there is a realization such that $\left[\begin{array}{ll}A & B\end{array}\right]$ is a contraction, and, similarly, there is another realization such that $\left[\begin{array}{c}A \\ C\end{array}\right]$ is a contraction.

Lemma 21.31 Suppose that a realization of the transfer matrix $G$ satisfies $P=Q=$ $\operatorname{diag}\left\{\Lambda^{2}, I\right\}$; then

$$
\left[\begin{array}{ccc}
\Lambda^{-1} A_{12} & \Lambda^{-1} A_{11} \Lambda & \Lambda^{-1} B_{1} \\
A_{22} \Lambda & A_{21} & B_{2}
\end{array}\right]
$$

and

$$
\left[\begin{array}{cc}
A_{21} \Lambda^{-1} & A_{22} \\
\Lambda A_{11} \Lambda^{-1} & \Lambda A_{12} \\
C_{1} \Lambda^{-1} & C_{2}
\end{array}\right]
$$

are contractive.
Proof. Since $P=\left[\begin{array}{cc}\Lambda^{2} & 0 \\ 0 & I\end{array}\right]$ satisfies the inequality (21.28),

$$
\left[\begin{array}{ll}
A & B
\end{array}\right]\left[\begin{array}{ll}
P & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{l}
A^{*} \\
B^{*}
\end{array}\right] \leq P
$$

i.e, $\left[P^{-1 / 2} A P^{1 / 2} \quad P^{-1 / 2} B\right]$ is a contraction. But

$$
\left[\begin{array}{cc}
P^{-1 / 2} A P^{1 / 2} & P^{-1 / 2} B
\end{array}\right]=\left[\begin{array}{ccc}
\Lambda^{-1} A_{12} & \Lambda^{-1} A_{11} \Lambda & \Lambda^{-1} B_{1} \\
A_{22} \Lambda & A_{21} & B_{2}
\end{array}\right]\left[\begin{array}{ccc}
0 & I & 0 \\
I & 0 & 0 \\
0 & 0 & I
\end{array}\right]
$$

Hence

$$
\left[\begin{array}{ccc}
\Lambda^{-1} A_{12} & \Lambda^{-1} A_{11} \Lambda & \Lambda^{-1} B_{1} \\
A_{22} \Lambda & A_{21} & B_{2}
\end{array}\right]
$$

is also a contraction. The other part follows by a similar argument.
Lemma 21.32 Suppose that $X=\left[\begin{array}{cc}X_{11} & X_{12} \\ Z & X_{22}\end{array}\right]$ and $Y=\left[\begin{array}{cc}Y_{11} & Z \\ Y_{21} & Y_{22}\end{array}\right]$ are contractive (strictly contractive). Then

$$
M \triangleq\left[\begin{array}{ccc}
0 & \frac{1}{\sqrt{2}} X_{11} & X_{12} \\
\frac{1}{\sqrt{2}} Y_{11} & Z & \frac{1}{\sqrt{2}} X_{22} \\
Y_{21} & \frac{1}{\sqrt{2}} Y_{22} & 0
\end{array}\right]
$$

is also contractive (strictly contractive).
Proof. Dilate $M$ to the following matrix:

$$
M_{d} \triangleq\left[\begin{array}{ccc:c}
0 & \frac{1}{\sqrt{2}} X_{11} & X_{12} & \frac{1}{\sqrt{2}} X_{11} \\
\frac{1}{\sqrt{2}} Y_{11} & Z & \frac{1}{\sqrt{2}} X_{22} & 0 \\
Y_{21} & \frac{1}{\sqrt{2}} Y_{22} & 0 & -\frac{1}{\sqrt{2}} Y_{22} \\
\hdashline \frac{1}{\sqrt{2}} Y_{11} & 0 & -\frac{1}{\sqrt{2}} X_{22} & -Z
\end{array}\right] .
$$

Considering $X$ and $Y$ are contractive, we can easily verify that $M_{d}^{*} M_{d} \leq I$, i.e, $M_{d}$ is a contraction.

We can now prove the theorem.
Proof of Theorem 21.30. Note that

$$
G_{r}=\left[\begin{array}{c|c}
A_{11} & B_{1} \\
\hline C_{1} & D
\end{array}\right]=\left[\begin{array}{cc|c}
A_{11} & 0 & B_{1} \\
0 & 0 & 0 \\
\hline C_{1} & 0 & D
\end{array}\right]
$$

Hence

$$
\frac{1}{2}\left(G-G_{r}\right)=\left[\begin{array}{cccc|c}
A_{11} & 0 & 0 & 0 & \frac{1}{\sqrt{2}} B_{1} \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & A_{11} & A_{12} & \frac{1}{\sqrt{2}} B_{1} \\
0 & 0 & A_{21} & A_{22} & \frac{1}{\sqrt{2}} B_{2} \\
\hline-\frac{1}{\sqrt{2}} C_{1} & 0 & \frac{1}{\sqrt{2}} C_{1} & \frac{1}{\sqrt{2}} C_{2} & 0
\end{array}\right] .
$$

Now apply the similarity transformation

$$
T=\left[\begin{array}{cccc}
-\Lambda & 0 & 1 & 0 \\
0 & -I & 0 & I \\
\Lambda^{-1} & 0 & \Lambda^{-1} & 0 \\
0 & I & 0 & I
\end{array}\right]
$$

to the realization of $\frac{1}{2}\left(G-G_{r}\right)$ to get

$$
\frac{1}{2}\left(G-G_{r}\right)=\left[\begin{array}{cccc|c}
\Lambda A_{11} \Lambda^{-1} & \frac{1}{2} \Lambda A_{12} & 0 & \frac{1}{2} \Lambda A_{12} & 0 \\
\frac{1}{2} A_{21} \Lambda^{-1} & \frac{1}{2} A_{22} & \frac{1}{2} A_{21} \Lambda & \frac{1}{2} A_{22} & \frac{1}{2} B_{2} \\
0 & \frac{1}{2} \Lambda^{-1} A_{12} & \Lambda^{-1} A_{11} \Lambda & \frac{1}{2} \Lambda^{-1} A_{12} & \Lambda^{-1} B_{1} \\
\frac{1}{2} A_{21} \Lambda^{-1} & \frac{1}{2} A_{22} & \frac{1}{2} A_{21} \Lambda & \frac{1}{2} A_{22} & \frac{1}{2} B_{2} \\
\hline C_{1} \Lambda^{-1} & \frac{1}{2} C_{2} & 0 & \frac{1}{2} C_{2} & 0
\end{array}\right]
$$

It is easy to verify that as a constant matrix the right hand side of the above realization for $\frac{1}{2}\left(G-G_{r}\right)$ can be written as

$$
\left[\begin{array}{cccc}
0 & 0 & I & 0  \tag{21.34}\\
0 & \frac{1}{\sqrt{2}} I & 0 & 0 \\
I & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} I & 0 & 0 \\
0 & 0 & 0 & I
\end{array}\right] \hat{M}_{d}\left[\begin{array}{ccccc}
I & 0 & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} I & 0 & \frac{1}{\sqrt{2}} I & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & 0 & I
\end{array}\right]
$$

where

$$
\hat{M}_{d} \triangleq\left[\begin{array}{cccc}
0 & \frac{1}{\sqrt{2}} \Lambda^{-1} A_{12} & \Lambda^{-1} A_{11} \Lambda & \Lambda^{-1} B_{1}  \tag{21.35}\\
\frac{1}{\sqrt{2}} A_{21} \Lambda^{-1} & A_{22} & \frac{1}{\sqrt{2}} A_{21} \Lambda & \frac{1}{\sqrt{2}} B_{2} \\
\Lambda A_{11} \Lambda^{-1} & \frac{1}{\sqrt{2}} \Lambda A_{12} & 0 & 0 \\
C_{1} \Lambda^{-1} & \frac{1}{\sqrt{2}} C_{2} & 0 & 0
\end{array}\right]
$$

According to Theorem 21.16 (a) and (g), the theorem follows if we can show that the realization for $\frac{1}{2}\left(G-G_{r}\right)$ as a constant matrix is a contraction. However, this is guaranteed if $\hat{M}_{d}$ is a contraction since both the right and left hand matrices in (21.34) are contractive.

Finally, the contractiveness of $\hat{M}_{d}$ follows from Lemmas 21.31 and 21.32 by identifying

$$
Z=A_{22}, X_{11}=\frac{1}{\sqrt{2}} \Lambda^{-1} A_{12}, Y_{11}=\frac{1}{\sqrt{2}} A_{21} \Lambda^{-1}
$$

and

$$
\left[\begin{array}{l}
X_{12} \\
X_{22}
\end{array}\right]=\left[\begin{array}{cc}
\Lambda^{-1} A_{11} \Lambda & \Lambda^{-1} B_{1} \\
\frac{1}{\sqrt{2}} A_{21} \Lambda & \frac{1}{\sqrt{2}} B_{2}
\end{array}\right] \quad\left[\begin{array}{cc}
Y_{21} & Y_{22}
\end{array}\right]=\left[\begin{array}{cc}
\Lambda A_{11} \Lambda^{-1} & \frac{1}{\sqrt{2}} \Lambda A_{12} \\
C_{1} \Lambda^{-1} & \frac{1}{\sqrt{2}} C_{2}
\end{array}\right]
$$

### 21.9 Model Reduction Using Coprime Factors

In this section, we consider lower order controller design using coprime factor reduction. We shall only consider the special case where the normalized right coprime factors are used.

Suppose that a dynamic system is given by

$$
G=\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]
$$

and assume that the realization is stabilizable and detectable. Recall from Theorem 21.25 that there exists a normalized right coprime factorization $G=N M^{-1}$ such that $\left[\begin{array}{c}M \\ N\end{array}\right]$ is inner.
Lemma 21.33 Let $\nu_{i}=\sqrt{\lambda_{i}(Y X)}$. Then the Hankel singular values of $\left[\begin{array}{c}M \\ N\end{array}\right]$ are given by

$$
\sigma_{i}=\frac{\nu_{i}}{\sqrt{1+\nu_{i}^{2}}}<1
$$

Proof. This is obvious since

$$
\sigma_{i}^{2}=\lambda_{i}(P Q)=\frac{\lambda_{i}(Y X)}{1+\lambda_{i}(Y X)}
$$

and $\lambda_{i}(Y X) \geq 0$.
It is known that there exists a transformation such that $X$ and $Y$ are balanced:

$$
X=Y=\Pi=\left[\begin{array}{cc}
\Pi_{1} & 0 \\
0 & \Pi_{2}
\end{array}\right]
$$

with $\Pi_{1}=\operatorname{diag}\left[\nu_{1} I_{s_{1}}, \ldots, \nu_{r} I_{s_{r}}\right]>0$.
Now partitioning the system $G$ and matrix $F$ accordingly,

$$
G=\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right] \quad F=\left[\begin{array}{ll}
F_{1} & F_{2}
\end{array}\right]
$$

Then the reduced coprime factors

$$
\left[\begin{array}{c}
\hat{M} \\
\hat{N}
\end{array}\right]:=\left[\begin{array}{c|c}
A_{11}+B_{1} F_{1} & B_{1} Z^{-1 / 2} \\
\hline F_{1} & Z^{-1 / 2} \\
C_{1}+D F_{1} & D Z^{-1 / 2}
\end{array}\right] \in \mathcal{R} \mathcal{H}_{\infty}
$$

satisfy the following error bound.
Lemma $21.34\left\|\left[\begin{array}{c}M \\ N\end{array}\right]-\left[\begin{array}{c}\hat{M} \\ \hat{N}\end{array}\right]\right\|_{\infty} \leq 2 \sum_{i \geq r+1} \sigma_{i}=2 \sum_{i \geq r+1} \frac{\nu_{i}}{\sqrt{1+\nu_{i}^{2}}}$.

Proof. Analogous to the continuous time case.

Remark 21.8 It should be understood that the reduced model can be obtained by directly computing $X$ and $P$ and by obtaining a balanced model without solving the Riccati equation for $Y$.

This reduced coprime factors combined with the robust or $\mathcal{H}_{\infty}$ controller design methods can be used to design lower order controllers so that the system is robustly stable and some specified performance criteria are satisfied. We will leave the readers to explore the utility of this model reduction method. However, we would like to point out that unlike the continuous time case, the reduced coprime factors in discrete time may not be normalized. In fact, we can prove a more general result.

Lemma 21.35 Let a realization for $N(z) \in \mathcal{R} \mathcal{H}_{\infty}$ be given by

$$
N(z)=\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]
$$

with $A$ stable. Suppose that there exists an $X=X^{*} \geq 0$ such that

$$
\left[\begin{array}{cc}
A^{*} X A-X+C^{*} C & A^{*} X B+C^{*} D  \tag{21.36}\\
B^{*} X A+D^{*} C & B^{*} X B+D^{*} D-I
\end{array}\right]=0
$$

Then $N$ is an inner, i.e., $N^{\sim} N=I$. Moreover, if the realization for

$$
N=\left[\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right]=\left[\begin{array}{cc|c}
A_{11} & A_{12} & B_{1} \\
A_{21} & A_{22} & B_{2} \\
\hline C_{1} & C_{2} & D
\end{array}\right]
$$

is also balanced with

$$
X=\Sigma=\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & \Sigma_{2}
\end{array}\right]
$$

and

$$
A \Sigma A^{*}-\Sigma+B B^{*}=0
$$

with $\Sigma_{1}>0$, then the truncated system

$$
N_{r}=\left[\begin{array}{c|c}
A_{11} & B_{1} \\
\hline C_{1} & D
\end{array}\right]
$$

is stable and contractive, i.e., $N_{r}^{\sim} N_{r} \leq I$.

Proof. Pre-multiply equation (21.36) by

$$
U=\left[\begin{array}{cc}
{\left[\begin{array}{cc}
I & 0
\end{array}\right]} & 0 \\
0 & I
\end{array}\right]
$$

and post-multiply equation (21.36) by $U^{*}$ to get

$$
\left[\begin{array}{cc}
A_{11}^{*} \Sigma_{1} A_{11}-\Sigma_{1}+C_{1}^{*} C_{1}+A_{21}^{*} \Sigma_{2} A_{21} & A_{11}^{*} \Sigma_{1} B_{1}+C_{1}^{*} D+A_{21}^{*} \Sigma_{2} B_{2} \\
B_{1}^{*} \Sigma_{1} A_{11}+D^{*} C_{1}+B_{2}^{*} \Sigma_{2} A_{21} & B_{1}^{*} \Sigma_{1} B_{1}+D^{*} D-I+B_{2}^{*} \Sigma_{2} B_{2}
\end{array}\right]=0
$$

or

$$
\left[\begin{array}{cc}
A_{11}^{*} \Sigma_{1} A_{11}-\Sigma_{1}+C_{1}^{*} C_{1} & A_{11}^{*} \Sigma_{1} B_{1}+C_{1}^{*} D \\
B_{1}^{*} \Sigma_{1} A_{11}+D^{*} C_{1} & B_{1}^{*} \Sigma_{1} B_{1}+D^{*} D-I
\end{array}\right]=-\left[\begin{array}{c}
A_{21}^{*} \\
B_{2}^{*}
\end{array}\right] \Sigma_{2}\left[\begin{array}{c}
A_{21}^{*} \\
B_{2}^{*}
\end{array}\right]^{*} .
$$

This gives

$$
\left[\begin{array}{cc}
A_{11} & B_{1} \\
C_{1} & D
\end{array}\right]^{*}\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
A_{11} & B_{1} \\
C_{1} & D
\end{array}\right]^{*}-\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & I
\end{array}\right] \leq 0
$$

Now let $T=\Sigma_{1}^{1 / 2}$, and then

$$
\left\|\left[\begin{array}{cc}
T A_{11} T^{-1} & T B_{1} \\
C_{1} T^{-1} & D
\end{array}\right]\right\| \leq 1
$$

i.e., $\left\|N_{r}\right\|_{\infty} \leq 1$. It is clear that $N_{r}$ is an inner if $\left[\begin{array}{c}A_{21}^{*} \\ B_{2}^{*}\end{array}\right] \Sigma_{2}=0$ (although the converse may not be true).

### 21.10 Notes and References

The results for the discrete Riccati equation are based mostly on the work of Kucera [1972] and Molinari [1975]. Numerical algorithms for solving discrete ARE with singular $A$ matrix can be found in Arnold and Laub [1984], Dooren [1981], and references therein. The matrix factorizations are obtained by Chu [1988]. The normalized coprime factorizations are obtained by Meyer [1990] and Walker[1990]. The detailed treatment of discrete time $\mathcal{H}_{\infty}$ control can be found in Stoorvogel [1990], Limebeer, Green, and Walker [1989], and Iglesias and Glover [1991].
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additive approximation, 155
additive uncertainty, 215, 221
adjoint operator, 96
admissible controller, 302
algebraic duality, 305
algebraic Riccati equation (ARE), 12, 168, 327
all solutions, 328
complementarity property, 334
discrete time, 535
maximal solution, 341
minimal solution, 341
solutions, 27
stability property, 334
stabilizing solution, 333
all-pass, 179, 365
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analytic function, 97
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antistable, 100
balanced model reduction
additive, 155
discrete time, 564
error bounds, 159, 196
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multiplicative, 155
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balanced realization, 70, 72, 155
Banach space, 92
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Bezout identity, 126
Bode integral, 143

Bode's gain and phase relation, 151 bounded real function, 361
discrete time, 547
bounded real lemma, 361
discrete time, 547

Cauchy sequence, 92
Cauchy-Schwartz inequality, 94
causal function, 175
causality, 175
Cayley-Hamilton theorem, 21, 48, 51, 54
central solution
$\mathcal{H}_{\infty}$ control, 419
matrix dilation problem, 42
classical control, 237
co-inner function, 365
compact operator, 178
complementary inner function, 366
complementary sensitivity, 131
conjugate system, 67
contraction, 416
controllability, 45
Gramian, 71
matrix, 47
operator, 176
controllable canonical form, 60
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controller reduction, 497
additive, 499
coprime factors, 501
$\mathcal{H}_{\infty}$ performance, 505
coprime factor uncertainty, 225, 477
coprime factorization, $126,323,366,477$
discrete time, 554
normalized, 480
cyclic matrix, 21, 61
design limitation, 148
design model, 213
design tradeoff, 143
destabilizing perturbation, 277
detectability, 45, 51
direct sum, 96
discrete algebraic Riccati equation, 535
discrete time, 535
coprime factorization, 554
$\mathcal{H}_{\infty}$ control, 564
$\mathcal{H}_{2}$ control, 560
inner-outer factorization, 555
Lyapunov equation, 535
model reduction, 569
normalized coprime factorization, 556
disturbance feedforward (DF), 12, 301, 306
7-t!, control, 431
$\mathcal{H}_{2}$ control, 394
$\boldsymbol{D}-\boldsymbol{K}$ iteration, 298
dom(Ric), 334
double coprime factorization, 126
dual system, 67
duality, 305
eigenvalue, 20
eigenvector, 20, 330
generalized, 21
lower rank generalized eigenvector, 21
entropy, 443
$\mathcal{F}_{\boldsymbol{\ell}}, 248$
$\mathcal{F}_{u}, 248$
feedback, 118
filtering
$\mathcal{H}_{\infty}$ performance, 460
fixed order controller, 528
Fourier transform, 98
frequency weighting, 137
frequency-weighted balanced realization, 163
Frobenius norm, 29
full control (FC), 12, 301, 306
$\mathcal{H}_{\infty}$ control, 430
$\mathcal{H}_{2}$ control, 395, 563
full information (FI), 12, 301, 306
$\mathcal{H}_{\infty}$ control, 424
$\mathcal{H}_{2}$ control, 393, 562
full rank, 18
column, 18
row, 18
gain, 151
gain margin, 237
gap metric, 237, 495
generalized eigenvector, 26, 27, 330
generalized inverse, 36
generalized principal vector, 538
Gilbert's realization, 70
Gramian
controllability, 71, 75
observability, 71, 75
graph metric, 495
graph topology, 495

Hamiltonian matrix, 327, 558
Hankel norm, 173
Hankel norm approximation, 173, 188
Hankel operator, 173, 401
mixed Hankel-Toeplitz operator, 405
Hankel singular value, 75, 162, 173
Hardy spaces, 98
harmonic function, 153
Hermitian matrix, 21
$\mathcal{H}_{\infty}$ control, 413
discrete time, 564
loop shaping, 477
singular problem, 458
state feedback, 470
$\mathcal{H}_{\infty}$ filtering, 462
$\mathcal{H}_{\infty}$ optimal controller, 438, 445
$\mathcal{H}_{\infty}$ performance, 137, 140
$\mathcal{H}_{\infty}$ space, 91,100
$\mathcal{H}_{\infty}^{-}$space, 100
hidden modes, 78
Hilbert space, 93
homotopy algorithm, 532
$\mathcal{H}_{2}$ optimal control 373
discrete time, 560
$\mathcal{H}_{2}$ performance, 137
$\mathcal{H}_{2}$ space, 91,98
'Hz stability margin, 398
$\mathcal{H}_{2}^{\perp}$ space, 98
$\mathcal{H}_{2}(\partial \mathbb{D})$ space, 200
$\mathcal{H}_{2}^{\perp}(\partial \mathbb{D})$ space, 200
Hurwitz, 49
image, 18
induced norm, 29, 104
inertia, 179
inner function, 365
discrete time, 550
inner product, 94
inner-outer factorization, 145,366
input sensitivity, 130
input-output stability, 414
integral control, 459
$\mathcal{H}_{\infty}$ control, 459
$\mathcal{H}_{2}$ control, 459
internal model principle, 458
internal stability, 121,414
invariant subspace, 26, 328
invariant zero, 86, 339
inverse
of a transfer function, 67
isometric isomorphism, 93, 174

Jordan canonical form, 20

Kalman canonical decomposition, 53 kernel, 18
Kronecker product, 25
Kronecker sum, 25

Lagrange multiplier, 523
left coprime factorization, 126
linear combination, 17
linear fractional transformation (LFT), 247
linear operator, 93
$\mathcal{L}_{\infty}$ space, 99
loop gain, 132
loop shaping, 134
$\mathcal{H}_{\infty}$ approach, 477
normalized coprime factorization, 486
loop transfer matrix (function), 130
LQG stability margin, 398
LQR problem, 375
LQR stability margin, 381
$l_{2}(-\infty, \mathrm{cm})$ space, 95
$\mathcal{L}_{2}$ space, 97
$\mathcal{L}_{2}(-\infty$, co) space, 96
$\mathcal{L}_{2}(\partial \mathbb{D})$ space, 200
Lyapunov equation, 26, 71
discrete time, 535
main loop theorem, 284
matrix
compression, 38
dilation, 38, 455
factorization, 350, 552
Hermitian, 21
inequality, 341
inertia, 179
inversion formulas, 22
norm, 28
square root of $\mathrm{a}, 37$
maximum modulus theorem, 97
max-min problem, 409
McMillan degree, 82

McMillan form, 81
minimal realization, 68, 74
minimax problem, 409
minimum entropy controller, 443
mixed Hankel-Toeplitz operator, 405
modal controllability, 52, 537
modal observability, 52, 537
model reduction
additive, 155
multiplicative, 155
relative, 155
model uncertainty, 118, 213
$\mu, 271$
lower bound, 282
$\mu$ synthesis, 297
upper bound, 282
multidimensional system, 256
multiplication operator, 100
multiplicative approximation, 155, 165
multiplicative uncertainty, 215, 222

Nehari's Theorem, 205
nominal performance (NP), 217
nominal stability (NS), 217
non-minimum phase zero, 143
norm, 28
Frobenius, 29
induced, 29
semi-norm, 28
normal rank, 80
normalized coprime factorization, 370
loop shaping, 486
null space, 18
Nyquist stability theorem, 125
observability, 45
Gramian, 72
operator, 176
observable canonical form, 61
observable mode, 52, 537
observer, 63
observer-based controller, 63
(iperator
extension, 93
restriction, 93
optimal Hankel norm approximation, 188
cptimality of $\mathcal{H}_{\infty}$ controller, 438
eptimization method, 523
crthogonal complement, 18,96
crthogonal direct sum, 96
crthogonal matrix, 19
orthogonal projection theorem, 96
oller function, 366
output estimation (OE), 12, 302, 306
$\mathcal{H}_{\infty}$ control, 433
$\mathcal{H}_{2}$ control, 395
output injection, 306
$\mathcal{H}_{2}$ control, 395
output sensitivity, 130

1'arrott's theorem, 40
I 'arseval's relations, 98
IBH (Popov-Belevitch-Hautus) tests, 52
performance limitation, 143
phase, 151
phase margin, 237
Plancherel theorem, 98
plant condition number, 233
Poisson integral, 143
pole, 78, 80
pole direction, 144
pole placement, 58
pole-zero cancelation, 78
positive real, 361
positive (semi-)definite matrix, 36
power signal, 102
pseudo-inverse, 36
quadratic control, 373
quadratic performance, 373, 401
$\mathcal{F}_{p}(s), 81$
range, 18
reachability, 536
realization, 68
balanced, 75
input normal, 78
minimal, 68
output normal, 78
Redheffer star-product, 266
regular point, 524
regulator problem, 373
relative approximation, 155, 165
return difference, 131
$\mathcal{R} \mathcal{H}_{\infty}$ space, 100
$\mathcal{R} \mathcal{H}_{\infty}^{-}$space, 100
$\mathcal{R} \mathcal{H}_{2}$ space, 98
$\mathcal{R H}_{2}^{+}$space, 98
Riccati equation, 327
Riccati operator, 333
right coprime factorization, 126
risk sensitive, 444
robust performance (RP), 217
$\mathcal{H}_{\infty}$ performance, 229, 289
$\mathcal{H}_{2}$ performance, 229
structured uncertainty, 288
robust stability (RS), 217
structured uncertainty, 286
robust stabilization, 477
roll-off rate, 145

Schmidt pair, 178
Schur complement, 23
self-adjoint operator, 96, 178
sensitivity function, 130, 145
bounds, 148
separation theory, 316
$\mathcal{H}_{\infty}$ control, 434
$\mathcal{H}_{2}$ control, 396
simplectic matrix, 538
singular $\mathcal{H}_{\infty}$ problem, 458
singular value, 33
singular value decomposition (SVD), 32
singular vector, 33
skewed performance specification, 233
small gain theorem, 217
Smith form, 80
span, 17
spectral factorization, 350
spectral radius, 20
spectral signal, 102
stability, 45, 49
internal, 121
stability margin
LQG, $\mathcal{H}_{2}, 398$
stabilizability, 45, 50
stabilization, 301
stabilizing controller, 301
stable invariant subspace, 27, 333, 539
star-product, 266
state feedback, 306
$\mathcal{H}_{\infty}$ control, 470
$\mathcal{H}_{2}$ control, 390
state space realization, 60
strictly positive real, 361
structured singular value, 271
lower bound, 281
upper bound, 281
structured uncertainty, 272
subharmonic function, 153
supremum norm, 92
Sylvester equation, 26
Sylvester's inequality, 19, 69

Toeplitz operator, 198, 403
trace, 19
tradeoff, 143
transition matrix, 46
transmission zero, 82
uncertainty, 118, 213
state space, 259
unimodular matrix, 80
unitary matrix, 19
unstructured uncertainty, 213
weighted model reduction, 163, 512
weighting, 137
well-posedness, 119, 249
winding number, 417

Youla parameterization, 312, 323, 464
zero, 78, 80
blocking, 82
direction, 144
invariant, 86
transmission, 82


[^0]:    'For example, this is the case if $\boldsymbol{A}$ is Hermitian, i.e., $\boldsymbol{A}=\boldsymbol{A}^{*}$.

[^1]:    ${ }^{2}$ Note that transpose rather than complex conjugate transpose should be used in the list even if the involved matrices are complex matrices.

[^2]:    ${ }^{3}$ We will say subspace $S$ is trivial if $S=\{0\}$.

[^3]:    ${ }^{4}$ Recall that it is always possible to extend an orthonormal set of vectors to an orthonormal basis for the whole space.

[^4]:    'Similarly, we say a transfer matrix $\mathrm{G}(\mathrm{s})$ has normal rank $r$ if $\mathrm{G}(\mathrm{s})$ has maximally possible rank $r$ for at least one $s \in \mathbb{C}$.

[^5]:    ${ }^{2}$ The $\mathcal{H}_{2}$ space and $\mathcal{H}_{\infty}$ space defined below together with the $\mathcal{H}_{p}$ spaces, $p \geq 1$, which will not be introduced in this book, are usually called Hardy spaces named after the mathematician G. H. Hardy (hence the notation of $\mathcal{H}$ ).
    ${ }^{3}$ See Francis [1987].

[^6]:    'See, e.g., [Kailath, 1980, pp. 140-141].

[^7]:    ${ }^{1}$ A function $f: \mathbb{C} \longmapsto \mathbb{R}$ is said to be a harmonic function (subharmonic function) if $\frac{\partial^{2} f(s)}{\partial x^{2}}+$ $\frac{\partial^{2} f(s)}{\partial y^{2}}=0(\geq 0)$ with $s=x+j y$.

[^8]:    ${ }^{1}$ See, for example, Safonov [1980] and Zames [1966].

[^9]:    ${ }^{2}$ See Stein and Doyle [1991].
    ${ }^{3}$ Alternative condition can be derived so that the condition related to nominal performance is scaled by the condition number.

[^10]:    ${ }^{1}$ SIMULINK is a trademark of The MathWorks, Inc.
    ${ }^{2} \mu$-TOOLS is a trademark of MUSYN Inc.

[^11]:    ${ }^{3}$ By "arbitrarily conservative," we mean that examples can be constructed where the degree of conservatism is arbitrarily large. Of course, other examples exist where it is quite reasonable, see for example the spinning body example.

[^12]:    ${ }^{4}$ The approximate solutions given in the last section may be used.

[^13]:    ${ }^{1}$ It should be clear that the stabilizability and detectability of a realization for $G$ do not guarantee the stabilizability and/or detectability of the corresponding realization for $\boldsymbol{G}_{\mathbf{2 2}}$.

[^14]:    ${ }^{1}$ A $p \times m(p \leq m)$ transfer matrix $G_{o} \in \mathcal{R} \mathcal{H}_{\infty}$ is ca led an outer if $G_{o}(s)$ has full row rank in the open right half plane, i.e., $G_{o}(s)$ has full row normal rauk and has no open right half plane zeros.

[^15]:    ${ }^{2} \mathrm{~A}$ function $\Theta$ is called a unit in $\mathcal{R} \mathcal{H}_{\infty}$ if $\Theta, \Theta^{-1} \in \mathcal{R} \mathcal{H}_{\infty}$.

[^16]:    ${ }^{1}$ As we have discussed in Section 12.3.4 of Chapter $1 . \therefore$ there is no loss of generality in making this assumption since the controller for $D_{22}$ nonzero case can be recovered from the zero case.
    ${ }^{2}$ Recall that a rational proper stable transfer function is an $\mathcal{R} \mathcal{H}_{2}$ function iff it is strictly proper.

[^17]:    ${ }^{1}$ Note that since the system matrices are real, $A^{T}=A^{*}, B^{T}=B^{*}$, etc. The conjugate transpose is used here for the transpose for the sake of consistency in notation.

[^18]:    ${ }^{1}$ This matrix is closely related to the Julia operator, see Young [1988, page 148].

[^19]:    ${ }^{1}$ A matrix $M$ is called positive semisimple if it is similar to a positive definite matrix.

[^20]:    ${ }^{1}$ The discrete Lyapunov equation is sometimes known as the Stein equation.

[^21]:    ${ }^{2}$ Balanced in the sense that the same inequalities as (21.28) and (21.29) are satisfied.

